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ABSTRACT

This paper presents a first attempt to estimate mixing parameters from sea level observations using a

particle method based on importance sampling. The method is applied to an ensemble of 128 members of

model simulations with a global ocean general circulation model of high complexity. Idealized twin experi-

ments demonstrate that the method is able to accurately reconstruct mixing parameters from an observed

mean sea level field when mixing is assumed to be spatially homogeneous. An experiment with inhomo-

geneous eddy coefficients fails because of the limited ensemble size. This is overcome by the introduction

of local weighting, which is able to capture spatial variations in mixing qualitatively. As the sensitivity of sea

level for variations in mixing is higher for low values of mixing coefficients, the method works relatively well

in regions of low eddy activity.

1. Introduction

State-of-the art ocean models give highly realistic

representations of the ocean mean circulation. At the

same time, the global coverage of sea level observations

provides an increasingly accurate proxy for ocean cir-

culation. Still, differences between observations and

models, which are too large to be explained solely by

observational error point to model errors. A likely

cause for the misfit between model and observations is

the parameterization of subgrid-scale mixing processes.

The representation of mixing processes in coarse-

resolution ocean models is a key issue in ocean models

as it determines their representation of the transport of

heat and salt.

Mixing parameters can be estimated with several

data assimilation techniques. Navon (1997) addresses

the identifiability and stability of adjoint parameter es-

timation and gives a comprehensive overview of adjoint

techniques for parameter estimation through data as-

similation. Eknes and Evensen (1997) apply the repre-

senter method to estimate parameters of a one-

dimensional Ekman model. More recently, Losa et al.

(2003, 2004) have illustrated the use of sequential im-

portance resampling (SIR) for parameter estimation in

ecosystem models. The ensemble Kalman filter has

been applied for parameter estimation in an earth sys-

tem model by Annan et al. (2005). The advantages of

SIR over the ensemble Kalman filter for estimating

model parameters have been illustrated by Kivman

(2003).

The present paper presents a first investigation to the

estimation of mixing parameters using sea level data

assimilation. As this is a proof of concept, rather than

an attempt to make the best possible estimate, we will

focus on synthetic experiments, where the “perfect”

outcome is known. We will test an ensemble method

that estimates globally homogeneous eddy coefficients,

and identify the possibilities to extend this method for

spatially dependent parameter estimation.

The data assimilation technique used, a particle

method, is an a posteriori analysis of Monte Carlo simu-

lations. The advantage of particle methods is that the

solution is not subject to assumptions on linearity. This
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is important, considering the nonlinearity of many oce-

anic processes. There is also a clear practical advantage:

the method requires only forward model integrations,

thereby avoiding the construction of an adjoint model

as is the case for four-dimensional variational data as-

similation (4DVAR). However, a successful estimate is

only possible when the ensemble is sufficiently large to

determine the probability density of the model.

Thanks to increasing computational resources, appli-

cations of particle filtering and smoothing techniques in

meteorology and oceanography have gained interest

over the last few years (Anderson and Anderson 1999;

Miller et al. 1999; Pham 2001; Kim et al. 2003). Until

recently, testing of the method has always been per-

formed on low-dimensional models such as the Lorenz-

63 model (Lorenz 1963). Van Leeuwen (2003) went one

step farther, and tested particle filtering on a five-layer

quasigeostrophic model. Here, we will apply a particle

method to an ocean general circulation model of high

complexity. The degrees of freedom being large, we will

need to use an ensemble large enough to deal with this

state space.

A brief introduction to the estimation of eddy coef-

ficients is given in section 2. The model and assimilation

method is described in section 3. In section 4a, we test

our methodology with synthetic identical twin experi-

ments. To analyze the performance of the method in a

more realistic setting, section 4b presents an experi-

ment in which the mixing characteristics of the ob-

served ocean state are structurally different from the

ensemble integrations. The adaptation to the method to

include local weighting is discussed in section 4c. Limi-

tations of the methodology, as well as consequences for

future research is discussed in section 5.

2. Estimation of eddy coefficients

Direct observations of mixing are sparse, and trans-

lating these to the parameterization of coarse-gridded

ocean models is not straightforward. Although many

advanced mixing schemes have been proposed (Cox

1997; Gent and Mc Williams 1990; Large et al. 1994),

the choice of mixing parameters is still a very subjective

one. For reasons of simplicity, and lack of comprehen-

sive observations, mixing parameters are generally cho-

sen to be spatially homogeneous, although observations

show that regional differences in mixing characteristics

are large. Attempts to infer eddy transfer coefficients

from the distribution of eddy potential energy (e.g.,

Armi and Haidvogel 1982) and from sea level variabil-

ity (Holloway 1986; Keffer and Holloway 1988; Stam-

mer 1998) have clarified regional differences in mixing

characteristics, but the results of these studies have

hardly been incorporated in ocean general circulation

models.

There is a clear relation between eddy coefficients in

an ocean model and modeled (mean) sea level. For

high eddy coefficients, the currents are relatively

steady, resulting in time-dependent sea level fields with

little temporal and spatial variation. Low eddy coeffi-

cients imply more turbulence, and higher sea level vari-

ability. As a consequence, the time-mean model state

with low eddy coefficients will have sea level gradients

that are less sharp than in the case of high eddy coef-

ficients. These different responses to differences in

eddy coefficients makes mean sea level a possible proxy

for modifications in ocean-mixing coefficients.

Holloway (1986), Keffer and Holloway (1988), and

Stammer (1998) based their altimeter-derived eddy dif-

fusivity estimates on sea level variability rather than the

mean sea level. They were unable to use mean sea level

as a proxy, because at that time, geoid errors were in

the order of decimeters, too large to determine the sea

level relative to a geopotential surface directly from

altimetry. However, with the upcoming Global Ocean

Circulation Experiment (GOCE) satellite mission, er-

rors in the geoid on typical oceanographic scales will be

reduced to centimeter level, making it possible to ac-

curately observe mean sea level with satellite altimetry.

This sea level estimate does not only offer a possibility

to derive ocean transport and currents, but it can also

be used to improve ocean models. A possible applica-

tion would be to improve the representation of eddy

coefficients in ocean models. The obvious way to do

this is to make use of data assimilation.

3. Methodology

In the following, we will describe the ocean model

used and give an outline of the particle method.

a. Ocean model

The ocean model applied in this study is the Océan

Parallélisé (OPA) 8.1 model as described in the OPA

manual (Madec et al. 1998). The model has a global

domain. The resolution is 2° with a meridional refine-

ment in the equatorial band, reaching a latitudinal grid

spacing of 0.5° at the equator. The model has 31 levels

in the vertical. A free surface formulation is used for

sea level (Roullet and Madec 2000). The time step is 1

h and 40 min. Vertical eddy diffusivity and viscosity

coefficients are computed from a 1.5 turbulent closure

scheme (Blanke and Delecluse 1993). Enhanced verti-

cal diffusion is applied to remove statically unstable

density profiles (Lazar et al. 1999).
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Lateral diffusion is modeled along isopycnals, using a

horizontal filtering of the isopycnals prior to the com-

putation of the isopycnal diffusion operator. The filter-

ing avoids the need for a minimum background hori-

zontal diffusion for numerical stability. In addition to

this, a Gent and McWilliams (1990) quasi-adiabatic pa-

rameterization is used, in which eddy-induced advec-

tion is added to the tracer equation to mimic mixing

caused by baroclinic instabilities. With these param-

eterizations, the equation for the evolution of tempera-

ture becomes

�T

�t
� �� · �TU� � DT, �1�

where T is temperature, U is velocity, and

DT � D�T � DlT �2�

are the diffusive terms (the superscripts � and l denot-

ing vertical and lateral, respectively). The lateral diffu-

sive term D lT is then given by

DlT � � · �AlT
R�T� � � · �U*T �, �3�

where the first term represents the eddy diffusivity, and

the second term the eddy-induced mixing. Here AlT is

the eddy diffusivity coefficient for temperature, and

R � �
1 0 �r1

0 1 �r2

�r1 �r2 r1
2 � r2

2,
� �4�

is an operator to relate the geopotential to the isopyc-

nal surfaces, r1 and r2 being the slopes between these

two surfaces. In the eddy-induced diffusivity term U* �

(u*, �*, w*) represents the nondivergent, eddy-induced

transport velocity computed following Gent and

McWilliams (1990). The evolution of salinity is de-

scribed in a similar fashion, defining AlS as the lateral

eddy diffusivity coefficient for salinity. In the unper-

turbed integration, AlT and AlS are chosen to be spa-

tially homogeneous, and have the value 2. � 103 m2 s�1.

Lateral mixing of momentum is Fickian with a lateral

eddy viscosity Alm of 4. � 104 m2 s�1, reduced in the

Tropics where grid spacing is narrower to reach 2. � 103

m2 s�1. The lateral mixing terms in the momentum

equation D lU
u and D lU

� are modeled similar to the dif-

fusive terms:

Du
lU � � · �Alm

R�u�, �5�

and

D�
lU � � · �Alm

R���, �6�

with R given by (4). Details on the implementation can

be found in the OPA manual (Madec et al. 1998).

The model is forced with climatological winds from

the National Centers for Environmental Prediction–

National Center for Atmospheric Research (NCEP–

NCAR) reanalysis (Kalnay et al. 1996) as well as heat

and freshwater fluxes from this dataset. Sea surface

temperature is restored to the Reynolds and Marsico

(1993) climatology using a 50-day time scale. A weaker

Newtonian damping of temperature and salinity is ap-

plied poleward of 60°, using monthly fields of sea sur-

face temperature and salinity from Levitus et al. (1998).

All model integrations in this paper start from initial

conditions that have been generated with a 5-yr-long

spinup, and are integrated for the period of 1 yr. It is

realized that a 1-yr integration is too short for the es-

timation of eddy coefficients, as it takes more than 1000

yr for the ocean to reach an equilibrium, but as we focus

on the effects in the upper ocean, this should not be a

major concern.

b. Particle method

In the following section, we will present the formu-

lation of the state estimation in terms of probability

functions as given by van Leeuwen and Evensen (1996).

The particle method applied in this paper has been de-

noted the direct estimation method of van Leeuwen and

Evensen (1996).

Consider the estimation of a true state �, given the

data. For this estimate, a priori error statistics of both

model and data are needed. We can formulate the

problem in a Bayesian framework using the probability

distribution functions (PDFs) of both model and data.

Consider the unknown � as the value of a random vari-

able �, and the probability density of the data d a con-

ditional distribution density pd(d |�) of d, assuming that

� � �. Furthermore, the model is assumed to give the

a priori information needed to determine the density

pm(�) of �. Using Bayes’s theory, we can write the

following:

pm�� |d� �
pd�d |��pm���

pd�d�
, �7�

where subscript d denotes data and m model. The de-

nominator is rewritten as

pd�d� � � pd�d |��pm��� d�, �8�

so we need the prior probability density pm(�) as well

as the probability density of the data pd(d |�). The latter

is assumed to be given by for instance a Gaussian, and

the former will be determined from the model.

To determine pm(�) from the model, we assume that

the model equations describe a first-order autoregres-
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sive or Markov process. The model can then be repre-

sented by

d� � g��; cA�dt �9�

in which c is a random number, constant in space and

time, chosen from a uniform distribution, and A is a

vector of model mixing coefficients. The full evolution

of the probability density is not easily determined with

an ocean model, but only the first few moments are

needed (the best estimate and its error variance). Using

Monte Carlo techniques, pm(�) is represented by an

ensemble of N model integrations:

pm��� �
1

N 	
i�1

N

��� � �i�, �10�

where 
 is the dirac delta function.

Using this representation in Bayes’s Eq. (7), several

statistics of the posterior probability density pm(� |d)

can be determined. For instance, the minimum variance

estimator, which is the mean of this density, is found as

�̂ � � �pm�� |d� d� �

� �pd�d |��pm��� d�

� pd�d |��pm��� d�

�

	
i�1

N

�ipd�d |�i�

	
i�1

N

pd�d |�i�

. �11�

It can be shown that the expected value of a general

function h is given by

E�h���� �

	
i�1

N

h��i�pd�d |�i�

	
i�1

N

pd�d |�i�

, �12�

and assuming that the PDF of the data is known, this

expression can be used to evaluate the influence of the

data. The probability density of the model is given by

the collection of ocean states (particles) as provided by

the ensemble of model integrations at each point in

time. The expected value is now given by

E��� �

	
i�1

N

�ipd�d |�i�

	
i�1

N

pd�d |�i�

�13�

and higher-order moments can be obtained easily.

Since the interest of this paper is in the mean ocean

state, the model state � is in fact the time average of all

model states �(t). This implies that the optimal ocean

state can only be estimated when all model integrations

�i with i � 1, . . . , N have been performed. Both (syn-

thetic) observations and ensemble ocean states are ob-

tained by time averaging the model integrations.

The expected value is then obtained by weighting

each ensemble member with its “distance” to the data

using (13). This implies that each ensemble member has

weight wi given by

wi �
pd�d |�i�

	
i�1

N

pd�d |�i�

. �14�

The probability density of the observations is assumed

to be known. Instead of using a Gaussian, we apply a

Lorentz density as in van Leeuwen (2003). The Lorentz

density is given by

pd�d |�� �
1

1 �
�d � H����2

�2

, �15�

where H is the measurement operator, and  half the

full width at half maximum. The reason for using a

Lorentz density is that it has a shape very similar to a

Gaussian around its peak, but it is much broader away

from the peak, which allows more ensemble members

to influence the estimate and is more robust against

outliers.

The use of the Lorentz density means that the weight

assigned to each ensemble member is given by

wi �
1

W �
m�1

M
1

1 �
�dm � Hm��i��

2

�2

, �16�

with W given by

W � 	
i�1

N

�
m�1

M
1

1 �
�dm � Hm��i��

2

�2

, �17�

where m � 1, . . . , M represents the observations,

i � 1, . . . , N represents the ensemble members, and Hm

is the projection of the model state to the observations.

The inverse estimate of the particle method is thus a

weighted sum of ensemble model solutions. In the

present paper, the random perturbations in Eq. (9) are

applied to the model parameters for lateral diffusivity

and viscosity, AlT,S and Alm, which remain constant in

MARCH 2007 V O S S E P O E L A N D V A N L E E U W E N 1009



time. Alternatively, one could perturb the ocean state,

the boundary conditions, and/or the initial conditions.

4. Data assimilation experiments

A number of synthetic experiments has been per-

formed. To test the methodology, identical twin experi-

ments are carried out and presented in section 4a. Sec-

tion 4b describes the performance of the method in a

more realistic setting. In section 4c, local weighting is

introduced. An overview of the names and settings of

the experiments is given in Table 1.

a. Identical twin experiments

Identical twin experiments are performed with an en-

semble of 128 model integrations. The integrations start

from the same initial conditions, and have the same

boundary conditions and forcing fields. Only the lateral

diffusion coefficient AlT in Eq. (3), its salinity equiva-

lent AlS, and lateral viscosity coefficient Alm in Eqs. (5)

and (6) are different for each ensemble member. In

each integration i, the coefficients have been perturbed

using the following multiplication:

A i
lT,S � cA0

lT,S �18�

and

A i
lm � cA0

lm, �19�

where the subscript 0 refers to the default value, and c

is a random number between 0 and 1, which is constant

in time and space (values larger than 2.0 � 103 m2 s�1

lead to model instabilities). The random numbers have

been chosen from a uniform distribution, and the same

factor has been applied for the viscosity as for the dif-

fusivity. The resulting spread in sea level for the en-

semble is depicted in Fig. 1.

Largest differences between the ensemble members

are found in the western boundary currents (WBCs)

and in the Antarctic Circumpolar Current (ACC).

These are the regions known to have the largest eddy

activity. The noisy character of the spread in these high-

energy regions is related to the relatively short 1-yr

integration period. Values for the rms sea level devia-

tions reach 10 cm. A comparison of the rms sea level

difference for values of c � 0.5 and for values of c � 0.5

demonstrates that most of the variability finds its origin

in the ensemble members with relatively low c (not

shown). In the regions where the spread of the en-

semble is largest, the sea level is most sensitive to dif-

ferences in mixing parameterization.

FIG. 1. Rms mean sea level for the 128-member ensemble. The contour interval is 2 cm.

Values greater than 2 cm are shaded.

TABLE 1. Overview of model runs in this paper.

Expt Weighting Data generated with Noise added to observations

PAR0.2 Global Al � 0.2 � Al
0 5 cm

PAR0.8 Global Al � 0.8 � Al
0 5 cm

VPAR Global AlT,S(x, y) based on Holloway (1986) No

VPARN Global AlT,S(x, y) based on Holloway (1986) 1 cm

VPAR-LOC Local AlT,S(x, y) based on Holloway (1986) No

VPAR-LOCN Local AlT,S(x, y) based on Holloway (1986) 1 cm
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Synthetic sea level data are generated with two spe-

cific parameter settings. The data for PAR0.2 have

been extracted from model output (“truth”) with mix-

ing coefficients 0.2 times the default value (so AlT,S �

0.4 � 103 m2 s�1), and the data for PAR0.8 with mixing

coefficient 0.8 times the default value (AlT,S � 1.6 � 103

m2 s�1). Observations have been obtained for every

model grid point, but only one out of four observations

has actually been used in the estimation, as spatial cor-

relation is large. Random uncorrelated noise has been

added to the observations with an expected value of 5

cm. Accordingly, the  in (15) is chosen to be 5 cm.

Although the setup of the two experiments is the

same, the resulting weights wi have a very different

distribution. The weights as a function of c are illus-

trated in Fig. 2. The narrow distribution of weights for

PAR0.2 points to a high sensitivity of sea level for mix-

ing when globally the mixing is low. This sensitivity is

much less for PAR0.8, as is evidenced by its broad dis-

tribution of weights. These results are not surprising

FIG. 2. Values wi for each of the ensemble members as a function of c in PAR0.2 (triangles) and

PAR0.8 (plus signs).
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considering the fact that most of the spread in the en-

semble members originates from the members with low

values for c.

The PDF of c can be derived from Fig. 2 by counting

the number of ensemble members with a certain value

for c. This procedure is quite sensitive for the binning

size that is used in the counting. With the 128-member

ensemble, a large binning size is necessary, causing the

PDF to be smeared out. Although the PDF is not

shown, from the distribution of weights given in this

figure it can be concluded that the PDF will be highly

nonlinear. The shape of the distribution of weights of

PAR0.8 demonstrates the nonlinearity in the relation

of sea level and Al, even for values of c, which are very

close to 0.8. This result indicates that conventional

methods such as 4DVAR data assimilation and Kalman

filter–like methods would have problems estimating the

mixing parameters from sea level observations only.

We will discuss this in section 5.

The resulting sea level in the inverse estimation of

PAR0.8 is relatively close to the synthetic truth, as is

illustrated in Fig. 3. Difference between estimate and

truth remains below the 2-cm level, which is relatively

small, particularly in those regions where the spread in

the ensemble is high. In those regions, the difference

remains generally below 30% of the spread (not

shown). The reason for this small error, in spite of the

5-cm noise level, is that the individual ocean states from

which the final solution is constructed, are smooth,

causing the estimate to be smooth and close to the true

field. The difference between the estimate and the

noisy observations is around 5 cm, as expected (not

shown). The sea level fit for PAR0.2 is similar to the

one for PAR0.8, and for that reason not shown.

These results are very encouraging and suggest that

indeed eddy coefficients can be reconstructed from sea

level observations. The probability density of PAR0.8

furthermore demonstrate that the sensitivity of sea

level for mixing parameters becomes less as mixing pa-

rameters are higher in a global sense. In spite of this

difference in sensitivity, the reconstructions of sea level

in the PAR0.2 and PAR0.8 are equally accurate.

Sea level estimates with an ensemble of 64 members

are comparable to those presented here, suggesting that

convergence is reached with the 128-member ensemble.

It should be kept in mind that the synthetic data have

been generated with exactly the same model that was

used to generate the ensemble. Hence, the truth fields,

from which the data are obtained, are fully consistent

with the ensemble members. Using real observations,

this will not be the case. Moreover, the number of ob-

servations will be larger than one per four grid points.

Therefore, the following section will discuss a case with

observations that are generated with a different model

configuration than the ensemble members, using a

higher observational density.

b. Experiments with variable mixing coefficients

In reality, lateral mixing is largely flow dependent.

Consequently, a spatially uniform parameterization of

mixing, as is commonly applied in ocean models, may

not be consistent with the observations. Regional dif-

ferences in mixing will have an expression in sea level,

which will cause local discrepancies between modeled

and observed sea level.

To test how the system responds to these discrepan-

cies, we have generated observations from an experi-

ment with a spatially varying mixing parameterization

(VPARTRUTH). To obtain this mixing parameteriza-

tion, we have computed values for the lateral diffusivity

FIG. 3. Difference in mean sea level between the synthetic observations and the inverse

estimate of PAR0.8. The contour interval is 1 cm. Differences with an absolute value larger

than 1 cm are shaded, negative differences have dotted contour lines.
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coefficient AlT,S following Holloway (1986) and Keffer

and Holloway (1988). Their methodology to determine

AlT,S (or �h) is based on the surprisingly simple relation:

AVPAR
lT,S � K

g�

f
, �20�

where K is a constant, g is the gravitational accelera-

tion, f is the Coriolis parameter, and � is the rms sea

level variability. The factor K, which is largely empiri-

cal, is chosen to be 0.12, in accordance with the results

of Stammer (1998). The rms sea level has been deter-

mined from monthly sea level fields generated with a

10-yr-long model run for the period 1990–99 of the

OPA model (K. Rodgers 2005, personal communica-

tion). To prevent singularities at the equator, the maxi-

mum value for AlT,S has been set to 2 · 103 m2 s�1. The

resulting values for the lateral diffusivity coefficient are

shown in Fig. 4. The general features are similar to the

estimates by Stammer (1998): increased diffusivity in

the WBCs and near the equator. For consistency, the

eddy viscosity Alm in VPARTRUTH has been in-

creased in a similar way as the eddy diffusivity. That is,

the default eddy viscosity has been multiplied with a

factor of AlT,S
VPAR/AlT,S

0 , where AlT,S
0 is the default value

of the eddy diffusivity coefficient. This way, the grid-

size dependency of Alm near the equator is conserved.

Synthetic observations have been sampled from

VPARTRUTH at every grid point, and all observations

are used in the particle method. The resulting density of

the observations (approximately one observation per

area of 2° squared) is more realistic than the density in

the PAR0.2 and PAR0.8 twin experiments. The en-

semble of model integrations is the same as that which

was used in PAR0.2 and PAR0.8, that is, the perturba-

tions are applied on both the AlT,S and the Alm coeffi-

cients, and are homogeneous. This time, a  value of 1

cm is applied in the weighting function in (15). This is

the relatively low noise level for sea level that is to be

expected when a GOCE-derived geoid becomes avail-

able. The resulting analyses are denoted VPAR for the

case without noise added to the observations and

VPARN for the case where random noise has been

added to the observations with a 1 value of 1 cm (see

Table 1).

As there is no spatial variation in the ensemble co-

efficients, a perfect match with the observations is not

possible. Both for VPAR and VPARN, only few mem-

bers have a nonzero weight, and only one member has

a weight that is significantly different from zero. This

means that the ensemble fails to represent the model

PDF because the ensemble size is too small for this

specific problem.

It should be noted that the values for �M
m�11/{1 �

[dm � Hm(�i)]2/2} in Eq. (16) become very low be-

cause of the large amount of data, the small  value,

and the relatively large sea level differences. To deal

with this in VPAR, the weights have been normalized.

This has been done by multiplying all weights with 1 �

10300 every time the smallest weight reaches the small-

est numerical value possible on the machine. Owing to

the small weights in VPAR, this multiplication has been

performed 12 times during the course of the weight

computation. For VPARN this normalization was per-

formed 19 times. As the normalization is applied to all

ensemble members, it has no impact on the final esti-

mate and the corresponding misfit values. The member

with a nonzero weight is the same in both estimates,

and has a c of 0.29. This suggests that the weight of each

ensemble member is based on its fit in regions of low

eddy activity.

FIG. 4. Lateral mixing coefficient following the approach of Holloway. Contour interval is

0.2 � 103 m2 s�1, values greater than 1.2 � 103 m2 s�1 are shaded.
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Figure 5, which depicts the fit of the VPARN mean

sea level estimate with VPARTRUTH, illustrates that

the method cannot resolve the full complexity of the

mean circulation (note that the fit is the same for

VPAR and VPARN, as they are both based on the

same ensemble member). The differences reach values

up to 12 cm in the WBCs and the ACC. In the open

ocean however, the misfit remains below the 2-cm level.

c. Experiments with variable mixing coefficients

and local weighting

As the sea level estimates of VPAR and VPARN

have considerable errors in the WBC regions and the

ACC, we wish to take into account spatial variations in

the eddy coefficients. The most obvious way to include

these spatial variations, is by so-called local weighting.

Instead of applying one single weight for each ensemble

member, we now determine weights for each grid point.

Equation (16) thus becomes

wi�x, y� �
1

W�x, y� �
m�1

M
1

1 �
�dm � Hm��i��

2

�2

, �21�

with

W�x, y� � 	
i�1

N

�
m�1

M
1

1 �
�dm � Hm��i��

2

�2

, �22�

where M is the number of observations within a 5° ra-

dius of grid point (x, y). The size of this area is chosen

such that it is large enough to recover the local gradient

from the observations, but the area is small enough to

allow for small-scale variations in the eddy coefficients.

The experiments in this section, VPAR-LOC and

VPAR-LOCN, are similar to VPAR and VPARN, but

have spatially dependent weighting fields instead of

global weights. In these experiments, as in VPAR and

VPARN, all synthetic observations are used. In this

manner, the observations that lie within the area con-

sidered for computation of (21) should be sufficient to

capture the local structure of sea level.

1) MEAN SEA LEVEL

The resulting fit of the VPAR-LOC mean sea level

estimate to VPARTRUTH is illustrated in Fig. 6. The

sea level differences are considerably smaller than

those in the VPAR experiment, remaining below the

2-cm level in most of the ocean, including the WBCs.

The largest differences occur in the ACC region, but

these are still smaller than in the VPAR experiment.

The sea level fit for VPAR-LOCN is only slightly af-

fected by the noise in the observations. This is illus-

trated in Fig. 7.

The differences in performance between the VPAR,

VPARN, VPAR-LOC, and VPAR-LOCN experiments

are quantified with the rms sea level differences in

Table 2. The VPAR-LOC mean sea level fit is more

than a factor of 3 times better than the VPAR mean sea

level fit.

2) LATERAL DIFFUSIVITY COEFFICIENT

By construction, VPAR and VPARN estimate one

single value for AlT,S and the Alm throughout the basin.

For example, the value of AlT,S in the VPAR and

FIG. 5. Difference in mean sea level between the VPARN estimate assimilating VPAR-

TRUTH sea level observations and VPARTRUTH. Noise has been added to the observa-

tions with a 1 value of 1 cm. The contour interval is 1 cm.
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VPARN experiment is equal to that in the ensemble

member with nonzero weight: 580 m2 s�1 (c � 0.29).

This is lower than the average value of AlT,S in

VPARTRUTH, which corresponds to c � 0.45. The

reason for this is that sea level is more sensitive to

changes in eddy coefficients in the lower range, than in

the higher range, as has been illustrated in section 4a.

Thus, a bad fit in regions of low eddy coefficients will be

penalized more than a bad fit in regions of high eddy

coefficients.

In contrast to VPAR, VPAR-LOC can take into ac-

count spatial differences in eddy activity. In the follow-

ing, we will illustrate this for the eddy diffusivity coef-

ficient AlT,S. By construction, the results for the eddy

viscosity coefficient are the same.

The discrimination between regions of high and low

eddy activity is illustrated for three different points in

the estimate in Fig. 8. Two of the three points are cho-

sen in WBC regions: one in the Gulf Stream (38.5°N,

66°W), where AlT,S in VPARTRUTH is 1488 m2 s�1

(corresponding to c � 0.74), one in the Kuroshio

(39.8°N, 147.8°E), where AlT,S in VPARTRUTH is

1729 m2 s�1 (corresponding to c � 0.86), and one in

the open ocean (38.5°N, 34°W), where AlT,S in

VPARTRUTH is 326 m2 s�1 (corresponding to c �

0.16). Whereas the VPAR experiment only has nonzero

weight for c � 0.29, the VPAR-LOC estimate makes a

clear qualitative distinction between regions of very

high eddy coefficients, such as the Kuroshio, regions of

high eddy coefficients, such as the Gulf Stream, and

regions of low eddy coefficients. The exact values of the

estimated coefficients, however, are not the same as the

true values.

For VPAR-LOCN, the distinction between regions

FIG. 7. Difference in mean sea level between the VPAR-LOCN estimate and VPAR-

TRUTH. Noise has been added to the observations with a 1 value of 1 cm. The contour

interval is 1 cm.

FIG. 6. Difference in mean sea level between the VPAR-LOC estimate and

VPARTRUTH. No noise has been added to the observations. The contour interval is 1 cm.
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with different mixing characteristics is very similar to

VPAR-LOC, although the distribution of weights is

broader. This is shown in Fig. 9. Both in VPAR-LOC

and VPAR-LOCN, the coefficients in the Gulf Stream

and Kuroshio are underestimated, while the coeffi-

cients in the open ocean are overestimated.

Probability density functions in all grid points have

been used to determine weighted averages for AlT,S(x,

y) in VPAR-LOC and VPAR-LOCN. The VPAR-

LOC estimates of AlT,S are depicted in Fig. 10. The

estimated Al fields in the VPAR-LOC experiment do

not have the same spatial structure as the VPARTRUTH

coefficients (cf. Fig. 4). The general tendency of high

coefficients near the equator and in WBC regions is

well captured, but amplitudes of spatial variations are

underestimated (cf. Fig. 4 with Fig. 10). There is a clear

increase in Al in the equatorial regions, although there

is an equatorial zonal gradient in each ocean basin that

is not present in VPARTRUTH. In spite of the sea

level misfit in the ACC, the estimate of eddy coeffi-

cients in this region is relatively good. The mixing esti-

mate in VPAR-LOCN has a similar spatial structure as

in VPAR-LOC, but is considerably affected by noise, as

is illustrated in the bottom panel in Fig. 10.

Rms differences of the VPAR-LOC and VPAR-

LOCN estimates of AlT,S with respect to the true AlT,S

in VPARTRUTH are lower than in the VPAR(N) ex-

periments, as is presented in Table 3. The reduction of

rms values by a factor of 2 points to a clear improve-

ment in the estimation of eddy coefficients when ap-

plying local weighting.

5. Summary and discussion

Ocean models are known to have deficiencies in the

parameterization of subgrid-scale processes. Data as-

similation may help to improve this. Satellite altimetry

provides a useful dataset with good global coverage

from which parameterizations such as upper-ocean

eddy diffusivity and viscosity can in principle be recov-

ered. In the near future, geoid errors will no longer

hamper the use of altimetry for mean sea level esti-

mates, as gravity missions such as GOCE will deliver

highly accurate data for geoid determination on spatial

scales larger than about 100 km. This paper presents

the development of a methodology to use these future

sea level estimates for the estimation of mixing param-

eters. The method is first tested in a highly idealized

context of homogeneous mixing characteristics. The re-

sults of this experiment are promising.

When eddy coefficients are spatially varying, this is

not easily captured by the particle method. In the ex-

ample presented here, the ensemble has failed to rep-

resent the required probability density function be-

FIG. 8. Weights as a function of c for three different locations in the VPAR-LOC estimate.

No noise has been added to the observations.

TABLE 2. Rms differences of mean sea level for the VPAR,

VPARN, VPAR-LOC, and VPAR-LOCN experiments. Values

are given in cm.

Expt Rms

VPAR 1.46

VPARN 1.46

VPAR-LOC 0.41

VPAR-LOCN 0.45
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FIG. 9. Weights as a function of c for three different locations in the VPAR-LOCN

estimate. No noise has been added to the observations.

FIG. 10. Estimates for Al based on weighted averages of the Al values in the ensemble

members. (top) VPAR-LOC without noise and (bottom) VPAR-LOC with noise added to the

observations. The contour interval is 0.2 � 103 m2 s�1, values greater than 1.2 � 103 m2 s�1 are

shaded.

MARCH 2007 V O S S E P O E L A N D V A N L E E U W E N 1017



cause the ensemble size was too small. This has been

solved by introducing spatially dependent weighting

factors. In this “local weighting” a different combina-

tion of ensemble members is made on each grid point of

the analysis. By defining a region of influence for each

grid point of each ensemble member, we have obtained

a spatially coherent solution. Without increasing the

ensemble size, this method allows to reconstruct differ-

ent probability density functions for regions with dif-

ferent mixing characteristics. Comparison of the result

to the “ground truth” shows that the particle method

with local weighting is able to capture qualitatively spa-

tial variations in mixing coefficients, although further

refinement is needed.

It should be noted that the single update approach in

the present system is fundamentally different from a

sequential approach such as in Kalman filter–like meth-

ods or from a variational approach such as in 4DVAR.

Moreover, instead of performing a state estimation, the

current system attempts to find the parameters that re-

sult in a model with the correct climatology.

The present study demonstrates that the probability

density function for eddy coefficients given sea level

observations is highly nonlinear and particle methods

are well suited for that kind of problems. 4DVAR

methods are often applied with assumptions on (par-

tial) linearity (e.g., Vossepoel et al. 2004). These as-

sumptions will cause difficulties solving the estimation,

because the gradient descent methods used to optimize

the solution are unable to deal with multiple minima.

In addition, Kalman filter–like methods will encoun-

ter problems when trying to solve for eddy coefficients.

The probability density function of sea level can be

bimodal as is shown for a point in the Gulf Stream or

highly asymmetric as shown for a point in the open

ocean in Fig. 11. For PDFs like this, the approximation

of the Kalman filter–like methods will result in a broad

covariance, from which it can be concluded that the

model error is very large, while in fact it is the covari-

ance function that is erroneous. This will result in an

estimate that is closer to the observations than it should

be (van Leeuwen 2003). Moreover, this may generate a

bias in the estimate.

This can be explained when considering Bayes’s for-

malism as given in Eq. (7). In a case where the factor c

is varied to find the mixing coefficients that give the

best fit in sea level, this equation can be rewritten as

pm�c |d� �
pd�d |c�pm�c�

pd�d�
, �23�

where c is the random factor used to perturb the mixing

coefficients. The likelihood pd(d |c) in Eq. (23), which

FIG. 11. PDF of sea level for one point in the Gulf Stream (dashed line) and one in the

open ocean (solid line).

TABLE 3. Rms differences of Al for the VPAR and VPAR-LOC

experiments for both the case of perfect data, and the case of 1-cm

random noise added to the synthetic observations. Values are

given in m2 s�1.

Expt Rms

VPAR 799.6

VPARN 799.6

VPAR-LOC 412.8

VPAR-LOCN 460.4
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can be derived from Fig. 2 as indicated in section 4a, is

non-Gaussian. In Kalman filter–like methods, pd(d |c) is

considered to be

pd�d |c� � exp��
�d � H�c��2

2�2 �. �24�

The shape of this distribution as a function of c is Gaus-

sian when the measurement operator H(c) is purely

linear. In the case of the above experiments, however,

the measurement operator is strongly nonlinear, as is

demonstrated with the PDF of sea level in Fig. 11. As a

result of this, the true shape of the likelihood, that is,

pd(d |c) as a function of c will be non-Gaussian, and the

approximation of Kalman filter–like methods may re-

sult in a suboptimal estimate.

Our results suggest that for globally homogeneous

mixing parameters, an ensemble size of 128 members is

sufficient to determine mixing coefficients from sea

level. When mixing is spatially varying, but weighting is

global, this ensemble size is too small. Introducing local

weighting effectively increases ensemble size, and

makes it possible to capture the spatial variations in

mixing coefficients. It should be noted that this ap-

proximation assumes that information is not propagat-

ing in space.

Use of sea level as a proxy for ocean mixing is lim-

ited. The spread in our ensemble hardly exceeds the

10-cm level, which implies that we will need highly ac-

curate observations to apply the method presented

above. When noise levels are set to 5 cm instead of 1

cm, the method of local weighting is sensitive to obser-

vational noise, resulting in an rms error of AlT,S of

584 m2 s�1, which is considerably higher than the rms

error of VPAR-LOCN, but still smaller than that of

VPARN.

Our results demonstrate that the method will not be

equally successful for all levels of eddy diffusivity.

When globally the eddy diffusivity is small (as is the

case in PAR0.2), sea level is very sensitive to changes in

mixing. When mixing coefficients are large in a global

sense (PAR0.8), this sensitivity becomes less.

The method is also sensitive to regional differences.

In regions with large velocities, the spread in the en-

semble is relatively large, which points to a high sensi-

tivity of sea level for variations in mixing. In regions of

low velocities (and small sea level gradients) the spread

is relatively small, making it difficult to discriminate

between different solutions, especially when noise is

added to the observations. Local weighting successfully

reconstructs the general features of the spatial variance

in mixing coefficients but fails to capture its full com-

plexity. To properly account for all variations, the

method presented above will profit from additional in

situ information.

It should be noted that the length of our simulations

(1 yr) is in fact too short to obtain a steady ocean cir-

culation. Adaptation of the ocean to modifications in

mixing parameters will take several years to decades,

especially in the deeper layers. In the upper ocean,

however, adjustment time scales are small, and 1 yr will

be sufficient to capture the impact of mixing on sea

level. For estimations of the full eddy-coefficient field,

longer integrations will be needed. It is probable that

the success of the method with these longer integrations

will be similar to what is shown here.

Of course, lateral mixing parameters are not the only

uncertainties in the model. Vertical mixing parameters,

but also boundary conditions and surface forcing may

introduce considerable errors in the model. To take

into account the full range of possible model error,

other parameters and model variables will need to be

perturbed. As state space will increase, larger en-

sembles will be needed. The present study is only a

stepping stone to build an assimilation system that is

able to account for the full range of model errors. The

evolution of such a system requires further refinement

of the methodology, but this is impossible without ac-

curate and global ocean observations. The future

GOCE mission is likely to make an interesting contri-

bution to the observational dataset of the World

Ocean, but to make real progress in this field, a con-

tinuous supply of highly accurate data will be essential.
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