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Global OH trend inferred from methylchloroform measurements 
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Abstract. Methylchloroform (MCF) measurements taken at the Atmospheric Lifetime 
Experiment / Global Atmospheric Gases Experiment (ALE/GAGE) measurement stations 
are used to deduce the tropospheric OH concentration and its linear trend between 1978 
and 1993. Global three-dimensional fields of OH are calculated with a transport model that 
includes background photochemistry. Despite the large uncertainties in these OH fields, the 
simulated MCF concentrations at the five ALE/GAGE stations compare reasonably well 
to the measurements. As a next step, the OH fields are adjusted to fit the measurements 
optimally. An ensemble (Monte Carlo) technique is used to optimize the OH scaling factor 
and to derive the linear trend in OH. The optimized OH fields and trend imply a MCF 
lifetime in the troposphere of 4.7 years in 1978 and of 4.5 years in 1993. For CH4 these 
lifetimes (due to OH destruction only) are 9.2 and 8.6 years in 1978 and 1993, respectively. 
Uncertainties in these estimates are discussed using box-model calculations. The optimized 
OH concentration is sensitive to the strength of other MCF sinks in the model and is 
constrained to 1 an+o.09 0 6 ... o.•s x 1 molecules cm -a in 1978 and to 1 07+0.09 ... o. •7 x 106 molecules 
cm -a in 1993. The deduced OH trend is sensitive to the trend in the MCF emissions 
and is confined to the interval between -0.1 and +1.1% yr -• with a most likely value of 
0.46% yr -•. Possible causes of a global increase in OH are discussed. A positive OH 
trend is calculated due to stratospheric ozone depletion, declining CO concentrations, 
increased water vapor abundance, and enhanced NO• emissions. Although the changes 
in the atmospheric composition are to a large extent unknown, it seems that the observed 
changes are consistent with significant increases in OH over the past decades. 

1. Introduction 

The oxidizing capacity of the atmosphere is largely deter- 
mined by the OH radical. This radical is produced as a result 
of O3 photolysis in the presence of water vapor: 

O3 + h•,(,X < 320 nm) > O(•D) + 02 (1) 
O(1D) q- H20 > 2OH (2) 

Other mechanisms producing OH include the reaction of 
HOe with NO [e.g., Eisele et al., 1997]. On a global scale 
the most important sink for OH is its reaction with either CO 
or CH4, which are relatively well-mixed gases that limit the 
lifetime of OH to 1-10 s. In the planetary boundary layer, 
however, nonmethane hydrocarbons may be the dominant 
OH sink, particularly in polluted and forested areas. The 
lifetimes of many trace gases, and most notably those of 
CH4 and CO, are determined by the reaction with OH. In or- 
der to understand the tropospheric trends and concentrations 
of these gases, one needs to have detailed knowledge of the 
tropospheric OH distribution and its temporal variation. 
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Methods for measuring OH in situ in the troposphere have 
been developed recently. These measurements, as well as 
modeling studies, show that the OH concentration is highly 
variable in space and time [Mount and Williams, 1997; Poppe 
et al., 1994]. This may be expected, since OH production 
is determined mainly by 03, water vapor and UV-B radia- 
tion, which are extremely variable in the troposphere. For 
instance, the variability of UV-B is caused by changes in 
the solar zenith angle, clouds, aerosols, surface reflections, 
and the overhead ozone column. It is reasonable to assume 

that the tropospheric OH concentration on a global scale is 
subject to considerable variation. Dlugokencky et al. [1996] 
claim that the SO2 that was injected by Mount Pinatubo into 
the lower stratosphere and upper troposphere caused sub- 
stantial blocking of UV-B radiation. This may have led 
to lower than usual tropospheric OH concentrations; these 
were traced in the higher than normal CH4 growth rates dur- 
ing 1991 and early 1992. On the other hand, stratospheric 
ozone depletion leads to more UV-B radiation in the tropo- 
sphere. Since stratospheric ozone has decreased since the 
early 1980s and even more dramatically since the eruption 
of Mount Pinatubo, this may have led to increasing tropo- 
spheric OH concentrations [Bekki et al., 1994; Madronich 
and Granier, 1992; Granier et al., 1996]. 

It should be realized that the OH concentration is also 

a strong function of cloud abundance (via Oa photolysis), 
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water vapor, O3 and NOx. Therefore, possible trends and 
variability in these quantities are also affecting OH concen- 
trations. Nevertheless, stratospheric ozone depletion is held 
partly responsible for the rapid decline in the CO and CH4 
growth rates during 1992 and 1993 [Bekki et al., 1994] (fol- 
lowing the increases in 1991 and early 1992). 

Since reaction with OH is the most important sink for 
CH4, measurements of CHa can be used to estimate the 
globally averaged OH concentration. This requires detailed 
knowledge of the CHa sources. Since methane is emitted 
by many anthropogenic and natural sources, estimates of the 
total source are rather uncertain [Prather et al., 1994]. 

The 1,1,1 trichloroethane (CH3CC13 or methyl- 
chloroform, hereafter called MCF) is more likely to be 
able to constrain tropospheric OH concentrations [Prinn 
et al., 1992, 1995]. Sources of this compound are purely an- 
thropogenic, and it is claimed that the emissions are known 
with high accuracy [Midgley and McCulloch, 1995]. Most 
sources are located in the northern hemisphere (NH). For a 
few years now, the MCF concentrations in the troposphere 
have been declining. It has been suggested [Spivakovsky 
et al., 1990, C. M. Spivakovsky, Past and future observa- 
tions of CH3CC13 as a constraint for the interhemispheric 
asymmetry in OH, submitted to Geophysical Research 
Letters, 1997] that the resulting decline in the latitudinal 
gradient can be used as an extra test of our understanding of 
OH. 

Prinn et al. [ 1995] used the 1978-1994 Atmospheric Life- 
time Experiment / Global Atmospheric Gases Experiment 
(ALE/GAGE) measurements [Prinn et al., 1983a, b] to con- 
strain the average lifetime of MCF (1000-200 hPa) to ,1.6 4- 
0.3 years. They also estimated the 1978-1994 trend in OH 
to be 0.0 4- 0.9•% yr-1. These authors pointed out that the 
increases in the lower atmospheric OH levels, expected as 
a result of recent accelerated total ozone depletion, must, 
at least at low latitudes, be offset by other factors. Prinn 
et al. [1995] used a coarse-grid two-dimensional model in 
which the OH concentration was estimated using the MCF 
measurements. There has been some dispute about several 
aspects of the method [Spivakovsky et al., 1990; Hartley and 
Prinn, 1991; Spivakovsky et al., 1991; Cunnold and Prinn, 
1991; Spivakovsky, 1991 ]. The inverse methods of Prinn 
et al. [ 1995] focus on the measured temporal trends, global 
content, and latitudinal distributions of MCF. Spivakovsky 
[ 1991] states that these methods are not truly independent 
and that the determination of both the MCF lifetime and a 

calibration factor is an ill-posed problem because the results 
are sensitive to small changes in the emissions prior to 1978. 
The latter problem has been solved by the recalibration of 
the measurements reported by Prinn et al. [ 1995]. However, 
to our knowledge, no attempts have been made to verify the 
results of Prinn et al. [1995] by an independent modeling 
approach. This is the goal of this paper. 

In global three-dimensional tropospheric chemistry mod- 
eling it has become common to test the calculated OH fields 
by simulating the MCF concentrations and comparing these 
with the ALE/GAGE measurements. Because of the uncer- 

tainties in the OH chemistry, rate constants, photolysis fre- 

quencies, and distribution of OH precursors and sinks, the 
accuracy of the calculated OH fields is limited [e.g., Mount 
and Williams, 1997]. Therefore some deviation between the 
measurements and the model results can be expected. For 
instance, Thompson and Stewart [ 1991 ] estimated that a typ- 
ical simulation of global mean OH contains • 9•5% uncer- 
tainty due to imprecisions of the kinetics. 

In this study we simulate the ALE/GAGE MCF measure- 
ments using an OH field obtained from a tropospheric pho- 
tochemistry calculation with a three-dimensional transport 
model. In section 3 we adjust the global OH field until a best 
fit is obtained with the MCF measurements. We also deter- 

mine the optimal linear OH trend between 1978 and 1993. 
An ensemble (Monte Carlo) method is used to estimate the 
aforementioned scaling factor and OH trend, along with their 
associated errors. The sensitivity of the result to assump- 
tions made about MCF emissions and other MCF sinks is 

discussed in section 4, and the sensitivity of global OH is 
discussed in section 5. Finally, in sections 6 and 7 we dis- 
cuss the results and summarize the main conclusions. 

2. Method 

2.1. Model Description 

The time series of MCF measured since 1978 at five 

ALE/GAGE stations (see section 3) have been simulated 
with the MOGUNTIA model [Zimmermann, 1984; Crutzen 
and Zimmermann, 1991]. This model was originally de- 
veloped at the Max-Planck-Institute (MPI) for chemistry in 
Mainz, FRG (Germany), but several aspects of the model 
have been modified. First, the advection scheme was re- 

placed by the less diffusive up-wind scheme QUICKEST 
described by Vested et al. [1992]. The original Oort cli- 
matology [0ort, 1983] was replaced by European Centre 
for Medium Range Weather Forecasts (ECMWF) 1987 an- 
alyzed wind data. As in the original model, the advection 
is run with monthly averaged winds. The variability of the 
winds during one month is translated into diffusion coeffi- 
cients by means of Lagrangian mixing timescales [Zimmer- 
mann, 1984]. 

Deep convection is parameterized by the scheme devel- 
oped by Feichter and Crutzen [ 1990]. The chemistry, which 
is used only to derive the initial OH field, is the same as de- 
scribed by Dentenet and Crutzen [ 1993]. It describes the 
background CHa-CO-NOx-HOz chemistry and accounts for 
heterogeneous removal of NOz by sulfate aerosol [Dentener 
and Crutzen, 1993]. The model is run for three consecu- 
tive years with the initial conditions and emissions given in 
Table 1. Note that nonmethane hydrocarbon chemistry is 
not considered. Instead, a surrogate for these emissions has 
been included through CO (50%) and CH20 (50%) emis- 
sions. Houweling et al. [1998] show that OH concentrations 
are lower over the continents when more sophisticated non- 
methane hydrocarbon chemistry is included. However, these 
changes are compensated for by higher OH over the oceans, 
and the calculated small net effect in OH does not influence 

MCF simulations [Houweling et al., 1998]. Special care has 
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Table 1. Initial Conditions and Sources for the 3-Year Model 
Simulation 

Species Initial, ppb Source, yr- x Boundary 

03 
CH4 

'CO 

NOx 

HNOa 
CH20 
C2H6 
Call8 

50 473 Tg 100 hPa a 
1500 523 Tg surface 
60 1320 Tg surface 
0.1 31.7 Tg N surface 

4.7 Tg N lightning 
0.0 fixed concentration 100 hPa b 
0.0 300 Tg surface 
-- 13.9 Tg as CO and CH20 
-- 17.1 Tg as CO and CH20 

All other species are initialized with zero concentration. 
aAccounting for downward O3 transport from the extratropical 

stratosphere. 
bAccording to measurements [Murphy et al., 1993]. 

been taken to treat photolysis properly, since the global OH 
distribution is very sensitive to ozone photolysis. Therefore 
three-dimensional fields of photolysis rates are calculated, 
taking into account the effects of clouds, stratospheric ozone 
columns and surface albedo [Krol and van Weele, 1997]. The 
cloud data are taken from the International Satellite Cloud 

Climatology Project (ISCCP) database [Rossow and Schif- 
fer, 1991] for the year 1987 and the ozone is taken from 
the first year of Nimbus 7 Total Ozone Mapping Spectrome- 
ter (TOMS) observations [McPeters and Labow, 1996], pro- 
cessed with the version 7 algorithm. The chemistry is calcu- 
lated with a 2 hour time step, and the diurnal variation in the 
photolysis rates is taken into account. 

The transport part of the model is used to simulate 
the MCF distribution. Monthly averaged OH fields are 
adopted from the last year of the 3-year run with chem- 
istry. The emission estimates of MCF are taken from Prinn 
et al. [ 1987] (1951-1969) and from Midgley and McCulloch 
[1995] (1970-1993). The subdivision of the emissions into 
five distinct regions is adapted from Midgley and McCulloch 
[1995]. Within each region, the emission is distributed ac- 
cording to the population distribution given by Fung et al. 
[ 1991 ]. Emissions prior to 1975 are distributed as in 1975. 
Global MCF emissions are listed in Table 2. 

Tropospheric OH is the dominant sink for MCF through 
the reaction 

MCF+OH k>products ; 
-1550 

k: 1.8 x 10 -12 exp • 
T 

(3) 

[Talukdar et al., 1992] with T the temperature in Kelvin. 
Two other sinks are taken into account: an ocean sink and 

destruction in the stratosphere. The hydrolysis in ocean wa- 
ter is computed according to Kanakidou et al. [1995]. We 
account for monthly varying fields of the height of the atmo- 
spheric mixed layer (AZ1), the height of the oceanic mixed 
layer (AZ2), and the ocean temperature (To). The oceanic 
loss term is parameterized as [Kanakidou et al., 1995] 

Table 2. MCF Emissions 

Year Emission Year Emission Year Emission 

1951 0.1 1966 105 1981 548 
1952 0.2 1967 133 1982 522 
1953 0.9 1968 147 1983 536 
1954 0.6 1969 156 1984 585 
1955 7.5 1970 149 1985 594 
1956 13 1971 170 1986 603 
1957 19 1972 214 1987 623 
1958 20 1973 266 1988 666 
1959 29 1974 305 1989 690 
1960 35 1975 309 1990 719 

1961 37 1976 382 1991 636 
1962 54 1977 462 1992 592 
1963 55 1978 513 1993 387 
1964 57 1979 511 
1965 75 1980 537 

MCF Emissions are in units of kt yr-1. 

HRTo 

Lo-e AZ1 (AZ2kH + v/D2kH) (4) 
where e is the ocean fraction in the grid box, H is Henry's 
law coefficient (M atm-1),/7 is the gas constant (0.083 atm 
M- 1 K- 1), kH is the hydrolysis rate (s- 1), and D2 is the 
diffusion coefficient in the deep (non-mixed layer) ocean 
(1.7 cm 2 s- 1). The temperature dependent hydrolysis rate 
kH and Henry's law coefficient H of MCF are calculated 
through [McLinden, 1989; Gerkens and Franklin, 1989] 

1013 

H = 133.-----• exp (-20.29 q- 4655/To) (5) 
kH -- 3.1 x 10 -8 exp (--10000 (1/To - 1/298)). (6) 

To is given in Kelvin, and the value for H is corrected for the 
effect of sea salt by multiplying with a factor of 0.8 [McLin- 
den, 1989]. The ocean mixed-layer depth and temperatures 
were obtained from the MPI Hamburg ocean model (K. Six, 
personal communication, 1997). The lifetime of MCF to- 
ward oceanic loss, as calculated with this parameterization, 
is about 83 years, which is in good agreement with the esti- 
mate of Butler et al. [ 1991 ]. 

The net flux of MCF to the stratosphere has been param- 
eterized as a hemispheric mean and a monthly varying loss 
rate at the 100 hPa level [Kanakidou et al., 1995]. The strato- 
spheric loss thus represents the net effect of the outflux in the 
Intertropical Convergence Zone (ITCZ) and a smaller return 
flux into the model domain at midlatitudes. The assumed 

lifetime of MCF due to stratospheric destruction is about 50 
years, in agreement with Kanakidou et al. [ 1995]. 

The MCF simulations are carried out with a timestep of 
2 hours and are compared with MCF measurements on the 
basis of monthly averaged MCF fields. In the model, the 
exchange time between the NH and SH is 1.05 year, in 
good agreement with other estimates [Ma'ller and Brasseur, 
1995]. 
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2.2. Data Treatment 

It is not easy to compare model results to measurements. 
First, MCF concentrations in a model represent average con- 
centrations over a grid box, whereas measurements are taken 
at a single location. Second, the transport in the model uses 
monthly averaged wind fields augmented by diffusion and 
convection parameterizations. This approach neglects the 
role of single meteorological events which may affect mean 
concentrations. Finally, due to the limited resolution of the 
model, sharp gradients in the MCF concentration are not 
properly resolved. Sharp gradients are expected to occur 
close to sources and close to the ITCZ, which forms an MCF 

transport barrier between the NH and the SH. 
For most MCF measurement stations, however, these 

problems are only minor. The ALE/GAGE measure- 
ment sites are positioned in remote regions, and pollution 
events, caused by transport from nearby sources, can be re- 
moved by a screening procedure [Prinn et al., 1992, 1995]. 
The monthly averaged winds are expected to blow from 
pollution-free wind sectors, which favors a comparison be- 
tween the screened measurements and the model. Further- 

more, far away from sources the MCF fields are expected to 
be rather smooth. Therefore one does not expect large gra- 
dients within the corresponding model grid box. In other 
words, the measurement stations are representative for a 
large tropospheric compartment [Prinn et al., 1995]. 

Hence we directly compare the monthly averaged model 
results to the monthly averaged MCF measurements (non- 
polluted). We simply take the model grid box in which 
the measurement station is located. However, two problems 
arise. The Ireland station (Adrigole: 52øN, 10øW, replaced 
in 1987 by Mace Head: 53øN, 10øW) is located exactly 
on an east-west boundary of a model grid. We select the 
grid box located west of the station because this grid cell 
is free of emissions and is located upwind of MCF sources 
(box 20øW-10øW, 50øN-60øN). The Oregon station (Cape 
Meares: 45øN, 124øW) is located in a grid box in which the 
model emits a considerable amount of MCF. Since the mea- 

surement site is positioned at the coast (i.e., upwind from 
these sources, assuming a steady westerly flow), we moved 
the emissions from the above-mentioned grid box (120øW - 
130øW, 40øN-50øN) one box toward the east. The other 
model grid boxes that are used for the comparison are as 
follows: Barbados (Ragged Point: 13øN, 59øW): grid box 
50øW-60øW, 10øN-20øN; American Samoa (Point Matat- 
ula: 14øS, 171øW): grid box 170øW-180øW, 10øS-20øS; 
and Tasmania (Cape Grim: 41øS, 145øE): grid box 140øE - 
150øE, 40øS-50øS. 

The monthly mean mixing ratios measured at the five 
ALE/GAGE stations are depicted in Figure 1. Obvious local 
MCF pollution occurring at the Ireland, Oregon, and Tasma- 
nia stations is omitted from the data. The standard deviations 

are also included in Figure 1 and are calculated from the con- 
centration fluctuations during the month [Prinn et al., 1992]. 
The solid lines correspond to a function fit to the measure- 
ments, which will be discussed later. 

The latitudinal gradient and the larger standard deviation 
in the NH are clearly visible in Figure 1. In particular, the 
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Figure 1. Monthly averaged ALE/GAGE measurements. 
Error bars denote 1 rr variations during the month. The solid 
lines correspond to the function fit through the measure- 
ments (equation (7)). 

tropical stations show large interannual variations. These 
variations cannot be reproduced by our model, since we use 
only 1 year of analyzed wind data and a convection parame- 
terization which does not vary from year to year. Therefore 
we describe the measurements with a function which effec- 

tively filters out the seasonal cycle as well as the interannual 
variations. We are interested in the long-term concentration 
of (and the linear trend in) tropospheric OH, and this func- 
tion contains exactly the information needed for comparison 
with our model results. 

Prinn et al. [1995] fitted the measurements at the five 
ALE/GAGE stations by means of Legendre polynomials. 
We follow this approach and for each station describe the 
MCF measurements X by the function 

x(t) -- ao + E Nk 2/•k] t k=l (2k) a•P• • - 1 (7) 
where N is half the length of the time series of the partic- 
ular station (expressed in years), and t runs from 0 to 2N. 
As a result, the argument of the Legendre function always 
has a value between -1 and 1. P& corresponds to a Legen- 
dre polynomial of order k (P0 = 1). The coefficients a• :in 
front of the Legendre function receive a proper dimension 
(see Table 3) by the factor in front of ak. Here kmax CO1Te- 
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Table 3. Optimized Legendre Coefficients Corresponding to Equation (7) 

Ireland Oregon Barbados Samoa Tasmania 

Start July/1978 Dec./1979 July/1978 July/1978 July/1978 
End Dec./1993 July/1989 Dec./1993 Dec./1993 Dec./1993 
Number of points 142 124 183 170 221 
ao (ppt) 126.7 q- 0.7 121.6 q- 0.6 114.6 q- 0.5 95.7 q- 0.4 93.9 q- 0.3 
al (ppt yr -1) 4.0 q- 0.1 4.7 q- 0.2 3.8 q- 0.1 3.7 q- 0.1 3.8 q- 0.1 
a2 (10 -2 ppt yr -2) -4.0 q- 0.8 1.2 q- 2.0 -4.6 q- 0.6 -3.7 q- 0.5 -3.5 q- 0.4 
a3 (10 -4 ppt yr -3) -9.0 q- 2 -5 q- 2 -1 q- 2 0 q- 1 
a4 (10 -6 ppt yr -4) -30 q- 5 -12 q- 4 -11 q- 3 -11 q- 3 
as (10 -s ppt yr -5) -12 q- 7 -10 q- 6 -1 q- 5 -7 q- 4 
a6 (10 -m ppt yr -•) -0 q- 7 -1 q- 5 
a7 (10 -12 ppt yr -7) -5 q- 7 

The resulting function fit is depicted in Figure 1. 

sponds to the maximum order that improves the overall fit 
between the measurements and the functional fit still further 

(as measured by the sum of the squared distances between 
the function values and the actual measurements). The value 
for kmax differs from station to station. 

The coefficients ak are optimized by weighting each X 
by the inverse of a 2. As a consequence, the fit is less tight 
for the northern midlatitude and the tropical stations which 
experience a lot of variation during one month (see Figure 1). 
We include in the standard deviations an additional 5% error 

due to uncertainties in the absolute calibration of the MCF 

measurements [Prinn et al., 1995]. The equation used here 
includes more terms than the one used by Prinn et al. [ 1995], 
but it does not include terms that describe a seasonal cycle. 
The functional fit through the measurements is depicted in 
Figure 1. 

Table 3 lists the coefficients ak per station and the associ- 
ated 1 cr errors. Note that the period over which equation (7) 
is evaluated is different for the Oregon station due to the dif- 
ferent measurement period for this station. Note also that the 
period over which the function is evaluated runs to the end 
of 1993. Emission estimates for the years after 1993 were 
not available to us, and we prefer to compare the model and 
the data over the same time period. 

2.3. Ensemble Method 

To eliminate biases, e.g., from a single year's meteorology 
(1987) and systematic errors in the global mean OH calcu- 
lations, we adjust the global three-dimensional OH field in 
order to obtain the best comparison with the ALE/GAGE 
measurements. In addition to adjusting the global mean OH 
(hereafter called AOH, expressed in %), we also estimate 
the optimal linear trend in OH (in % yr -1) for the period 
1978-1993. The base run is defined as the simulation with 

zero AOH and zero trend and covers the 1951-1993 period, 
assuming zero MCF concentrations in 1951. 

AOH and the OH trend are varied randomly around a 
mean trend and AOH, assuming a normal distribution. To 
avoid excessive CPU time consumption for simulating the 
entire time span 1951-1993 repeatedly, the model is run for 

the period 1975-1993 with the initial MCF concentration 
taken from the base run. Errors in this initial MCF field, 

which are caused by errors in emissions and sinks prior to 
1975, are accounted for by the introduction of a third vari- 
able. This variable, called AMCF (expressed in %), is also 
chosen randomly from a normal distribution around a mean 
value. 

In more general terms, a vector c• is defined, which con- 
tains elements which are randomly varied around a mean 
value. An independent model run is performed for each re- 
alization of this vector ((•i). After a number of model inte- 
grations (n), the best estimate • is obtained from a weighted 
average of the vectors 

•_ Ei=i Wi(•i (8) , 

EiL1Wi 

The associated error is given by 

n O'& -- Ei--1 Wi ((•i -- •)2 n 

Ei-- 1 Wi 
(9) 

After sufficient model runs, the values of • and rra converge 
to their final values. The weights wi are a measure of how 
well the ith model result matches the measurements. If the 

match is good, a large weight is calculated, whereas a poor 
match leads to a low weight. Thus the weights can be inter- 
preted as the probability of finding integration i, given the 
measurements and the error in the measurements. The ap- 
pendix contains a more elaborate explanation of the ensem- 
ble method. 

The MCF measurements are described by equation (7). 
This equation can also be applied to the modeled MCF 
concentrations. Instead of making a direct comparison be- 
tween the measured and modeled MCF concentrations, we 

compare the coefficients of the function. The coefficients 
that represent the measurements are compared with the co- 
efficients that represent the modeled MCF concentrations. 
When the MCF concentrations that are simulated by a model 
integration i are fitted to the same function, this yields the 
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coefficients bs,k,i for the Legendre terms k at station s. A 
"penalty" function defines how well the model coefficients 
(mean, trend, and higher order terms) compare to the co- 
efficients presented in Table 3. The penalty of a particular 
model integration i is calculated as 

, )2 , .... - s=l k=0 

(10) 

in which as,k and os,k are the values given in Table 3. The 
model uses monthly averaged transport parameters. The 
variability of the modeled MCF concentrations over a month 
is only small and does not represent the same variability as 
that in the measurements. Therefore the monthly averaged 
model concentrations all receive equal weighting when they 
are fitted to equation (7). 

The "global" penalty Pi of a particular model integration 
can be subdivided into five "station" penalties Pi,,. Penal- 
ties can be translated into weights that are required in the 
ensemble average of the model runs (equation (8)): 

wi = exp (-Pi). (11) 

These weights can also be calculated by using the penalties 
of an individual station (Pi,s). The method that has been 
outlined here formally corresponds to the minimum variance 
estimator method, assuming Gaussian error statistics (see the 
appendix). 

In summary, the ALE/GAGE MCF measurements are rep- 
resented by a function that retains only the long-term vari- 
ations. The ensemble method generates model integrations 
with random variations in the OH trend, AOH, and initial 

MCF concentration. Subsequently, each model run is treated 
in the same manner as the measurements, which leads to 

weights that are applied to an ensemble average of the ran- 
dom perturbations. Finally, this ensemble average leads to 
optimal values for the trend, AOH, and initial MCF concen- 
tration, together with the associated errors. 

3. Results 

3.1. Global OH Distribution 
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Figure 2. Zonally and 24-hour averaged OH concentrations. 

Figure 2 displays the OH concentration obtained from 
the third year of a 3-year model run with chemistry. The 
monthly averaged OH concentrations are used in the MCF 
simulations. The yearly averaged field clearly shows an 
asymmetric OH distribution with more OH in the NH due 
to higher O3 and NOz concentrations. 

Previously, OH distributions have been presented by Ka- 
nakidou et al. [1995], M•iller and Brasseur [1995], Spi- 
vakovsky et al. [1990], and Crutzen and Zimmermann 
[1991]. These distributions all show an OH maximum in 
the summer hemisphere located around 800 hPa, which is 
more pronounced in the NH summer. If we compare our OH 
fields to the widely used fields of Spivakovsky et al. [1990], 
we notice that the OH concentrations generally agree well, 
our values being somewhat higher. Also, our maximum in 
the NH summer is located closer to the surface. These dif- 

ferences may be explained by the neglect of nonmethane hy- 
drocarbons in our chemistry scheme. Another factor of im- 
portance is the quantum yield of the ozone photolysis (reac- 
tion (1)). In our calculations, we use the values proposed by 
Michelsen et al. [ 1994]. These values result in increased OH 
concentrations, especially in the lower troposphere due to 
enhanced ozone photolysis at wavelengths longer than 310 
nm. Recent measurements of Silvente et al. [ 1997] indicate 
even higher quantum yields, which would lead to more OH 
in the troposphere. This is an additional uncertainty in the 
OH chemistry. 

3.2. MCF Simulations 

Figure 3 shows the 1975-1993 model-simulated MCF 
concentrations (base run). Although it is not the subject 
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Figure 3. MCF concentration simulated at the ALE/GAGE 
stations by the model under base run conditions (thin line, 
see text). The solid lines depict the functional fit (equa- 
tion (7)) through the simulated MCF concentrations. The 
dashed lines represent the functional fit through the measure- 
ments. 

of this paper, we note that the simulated seasonal varia- 
tions compare well with the measured variations. In gen- 
eral, the fit of the empirical function to the measurements 
is in fair agreement with the corresponding fit of the three- 
dimensional simulation. Nevertheless, in particular, for the 
Oregon station the model underestimates MCF concentra- 
tions. Given the large number of uncertainties in the model- 
ing approach, however, these differences between the model 
and the measurements can be expected. If we try to explain 
the differences in terms of the OH field only (ignoring other 
errors in the model and input data), the comparison suggests 
a small overestimate of OH in the model. Also, at first sight 
it seems that the simulated trend differs systematically from 
the trend in the measurements, which suggests that these dif- 
ferences can be explained by imposing a trend in OH. 

To determine the OH concentration and trend for which 

the best comparison with the measurements is obtained, we 
use the ensemble method outlined in section 2.3. As an ex- 

ample, Figure 4 shows the empirical functional fit to the first 
five of 200 integrations for the Samoa station. Table 4 lists 
the dominant penalties for these five integrations, as calcu- 
lated with equation (10). The random numbers which define 
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Figure 4. Solid lines are functional fit (equation (7)) through 
the first five MCF simulations for the Samoa station. Dashed 

line is corresponding fit through the MCF measurements at 
Samoa. 

the integrations are drawn from the normal distributions as 
follows: -5 + 1.4% for AOH; 0.47 + 0.18% yr -1 for the 
trend; and 5 q- 7% for AMCF. 

The uncertainties indicated refer to l rr standard devia- 

tions. These distributions are rather narrow. If the distribu- 

tions had been chosen wider, only a few integrations would 
have received a significant weight in equation (8), which 
would have made the method very uneconomical. There- 
fore pilot calculations were performed, in which the penalty 
function (equation (10)) was crudely minimized with respect 
to the three variables. As we will see later, the distributions 

are still wide enough for a reliable optimization of the vari- 
ables. 

Table 4 shows that the total penalty for this station and 
these integrations ranges from 1.38 to 9.87. From equa- 
tion (11) it follows that the weight that is received by in- 
tegration 4 is about 5000 times larger than the weight of in- 
tegration 1 because the weights depend exponentially on the 
penalties. It is obvious that it is predominantly the lower 
order terms (the mean and the trend) which are sensitive 
to changes in the OH trend, AOH and AMCF. Higher or- 
der terms, however, may contribute significantly to the total 
penalty, as is shown for the Ps term in Table 4. Note that 
these higher order terms do not vary strongly between the 
different integrations because only the global OH concentra- 
tion, the trend in OH, and the initial MCF concentration are 
varied. 

Table 5 lists the AOH, trend, and AMCF values ob- 
tained by taking an ensemble average of 200 integrations. 
The results are given for all stations grouped together and 
for the individual stations. Note that the result for all sta- 

tions grouped together can be different from the average of 
the individual stations. Figure 5 provides a visualization 
of the ensemble method. In the left panels, both the ini- 
tial random distributions (dotted histograms) and the final 
ensemble-weighted distributions are given (histogram with 
solid lines). The distributions are binned for this purpose. To 
obtain the solid line histogram, we averaged the weights of 
the integrations in each bin. Both distributions peak at about 
the same position. The weights display a narrower distribu- 
tion, which confirms that the sampling has been taken from a 
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Table 4. Dominant Penalties Obtained for the First Five MCF Simulations for the 
Samoa Station 

i AOH, % Trend, % yr -• AMCF, % Po P• P5 Total 

1 -1.9 0.40 11.4 5.97 2.48 0.82 9.87 
2 -5.9 0.50 4.6 0.47 0.07 0.83 1.63 
3 -8.1 0.63 6.5 5.78 0.16 0.84 7.08 
4 -5.1 0.46 6.4 0.07 0.19 0.83 1.38 
5 -5.8 0.74 3.6 1.24 2.53 0.81 4.93 
, o . 

The corresponding functional fits are displayed in Figure 4. 

sufficiently wide distribution. Many of the random numbers 
in the tail of the initial random distributions do not contribute 

significantly to the final weighted average. In contrast, the 
three central bins of the trend histogram account for more 
than 60% of the total weight in the ensemble average. 

The shape of the ensemble-weighted distribution reveals 
an anticorrelation between the trend and AOH. Indeed, the 
covariance between the trend and AOH is -0.88. This anti- 

correlation can be understood as follows. A higher trend in 
OH requires a smaller AOH value to arrive at the same av- 
erage MCF destruction rate. For similar reasons, a positive 
covariance of 0.75 is found between AOH and AMCF. 

The panels on the right-hand side of Figure 5 show the 
convergence of the variables as a function of the number of 
integrations. The vertical bars show the lrr standard devia- 
tions, It is observed that after only about 80 integrations the 
ensemble average is close to the final result. However, small 
fluctuations remain as a result of the random nature of the 

estimation method. After 200 integrations, the probability 
is 95% that AOH and the OH trend are estimated with an 

accuracy better than 5%. For AMCF this accuracy is 7%. 
It should be stressed that these errors are purely mathemati- 
cal, since model uncertainties are not considered. In the next 
section we will show that the errors in the variables associ- 

ated with the model uncertainties are much larger than the 
1 rr values listed in Table 5. 

Table 5 shows that the best match between the model re- 

sults and the measurements is obtained if the global OH 
concentration is scaled down by about 5%. The AOH val- 
ues differ between the stations and run from -3.5% to -7%. 

These small differences may be explained by model errors, 
such as a wrong OH distribution, transport errors, errors in 
the emission distribution, and the limited resolution. Nev- 
ertheless, it is important to note that the AOH value would 
change only by a few percent if fewer measurement stations 
are taken into account. For the OH trend the differences be- 

tween the stations are even smaller. On the basis of each 

individual measurement station, a similar trend in OH is ob- 
tained. This consistent result implies that an average trend 
of 0.46 q- 0.09% yr- x in OH has occurred on a global scale 
in the period 1978-1993. Another possible explanation, i.e., 
that the assumed trend in the MCF emissions is wrong, will 
be investigated in the next section. The results presented 

thus far have been obtained assuming that the emissions and 
other MCF sinks that are applied in the model are free of 
errors. 

4. Sensitivity Analysis 

To assess the sensitivity of the model to uncertainties in 
the sources and sinks of MCF, we condense the model into a 
single "global" box. The rate of change of the MCF concen- 
tration in the box is described by: 

dMCF 
= EMCF(t) -- MCF dt 

x [LoH (1 + trend(t)) + Lo + L,] (12) 

where EMCF denotes the time dependent emission (ppt 
yr- x), and Loll, Lo, and L8 (yr -x) denote the MCF removal 
by the reaction with OH, the ocean sink, and the strato- 
spheric destruction, respectively. These values are calcu- 
lated as averages of the MCF sinks in the three-dimensional 
model. The OH sink is varied in time with a linear trend in 

the period 1978-1993. Four sensitivity runs are discussed in 
which the emissions and sinks of MCF are varied. 

1. The stratospheric sink is increased (1/L8 = 25 years), 
the ocean sink is increased (1/Lo -- t52 years) and the emis- 
sions are decreased by 1 rr (- 2.2%). 

2. The stratospheric sink is decreased (1/Ls = 75. years), 
the ocean sink is decreased (1/Lo = 134 years) and the 
emissions are increased by la (+2.2%). 

Table 5. Ensemble-Weighted Values for AOH, OH Trend, 
and AMCF After 200 Integrations 

Station AOH, % Trend, % yr -• AMCF, % 

Ireland -3.5 + 1.0 0.44 + 0.11 3.8 q- 5.6 
Oregon -6.9 + 0.8 0.42 + 0.14 11,1 + 5.2 
Barbados -3.5 + 0.9 0.49 + 0.11 2.8 + 5.5 
Samoa -5.0 + 0.9 0.45 + 0.10 3.4 -l- 5.8 
Tasmania -5.3 + 0.8 0.43 + 0.09 0.8 + 5.4 
All -4.8 + 0.7 0.46 •: 0,09 5.5 + 3.7 

The results are given for the individual stations and for all sta- 
tions grouped together (see text). Uncertainty ranges refer to 1 a. 
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Figure 5. (left panels) Histograms of the initial normal distributions and of the ensemble-weighted distri- 
butions (see text). (right panels) Ensemble-weighted variables as a function of the number of integrations. 
Error bars refer to 1 cr standard deviations. Top, AOH; middle, OH trend; bottom, AMCF. 

3. The emission trend is increased (--4.4% in 1975 to 
+4.4% in 1993). 

4. The emission trend is decreased (+4.4% in 1975 to 
-4.4% in 1993). 

Thus, the MCF lifetime toward oceanic loss is varied be- 
tween 62 and 134 years, according to the estimates of Butler 
et al. [ 1991 ]. The lifetime toward stratospheric loss is var- 
ied between 25 and 75 years, which is a somewhat arbitrary 
choice. Errors in the emission trend (runs 3 and 4) may be 
due to changes in unreported MCF production or to uncer- 
tainties in the translation of industrial MCF production into 
emission estimates [Midgley and McCulloch, 1995]. Fol- 
lowing Prinn et al. [1992, 1995], in sensitivity run 4 (or 3) 
we perturb the emissions by +2a (or-2a) at the start of the 
simulation period and by -2a (or +2a) at the end of the sim- 
ulation. These numbers are based on the differences between 

two emission scenarios as discussed by Prinn et al. [ 1992]. 
Figure 6a displays the results obtained from the box 

model. The AOH, trend, and AMCF values from Table 5 
are used for the MCF simulations in the box model. The 

figure shows that the calculated MCF concentrations, aver- 
aged over the entire model domain, hardly display seasonal 
variations. 

Figure 6b shows the perturbations of the MCF concentra- 
tion for the different sensitivity runs. The first sensitivity 
run leads to a 9% smaller MCF burden at the end of the sim- 

ulation. Since more MCF is destroyed in the stratosphere 
and the ocean, and less MCF is emitted, this run produces a 
lower bound for OH in the troposphere. The second sensitiv- 
ity run mirrors this effect and produces an upper bound for 
OH. The OH trend calculation is expected to be sensitive to 
the trend in the emission estimates. For the third and fourth 

sensitivity runs the MCF deviations remain within 2%, with 
zero deviation in 1988. 

Figure 6c shows the MCF perturbation for changes in the 
ZXOH, OH trend (T), and AMCF. The same box model is 
used, but now the terms Lo• and trend in equation (12) are 
perturbed as well as the initial MCF concentration. 

First, AOH is considered. We calculate with the box 
model that a 10% increase in the OH concentration (from 
1975 on) results in a 7% MCF reduction at the end of the 
simulation period. The time evolution of the perturbation 
matches the shape of the sensitivity runs t and 2 discussed 
above. As expected, an incorrect estimate of the MCF 
source, stratospheric sink, and oceanic sink can be compen- 
sated for by a change in AOH only. 

The influence of a trend in OH on the MCF concentration 

differs from the AOH influence. If the trend in OH (i.e., 
0.46% yr -1) is removed, it follows that the MCF concen- 
tration increases steadily from 0% in 1978 to 5% at the end 
of the simulation period (Figure 6c). It is clear that the sig- 
nals from sensitivity runs 3 and 4 can only be explained by 
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Figure 6. (a) Box model simulation of the global MCF con- 
centration; (b) sensitivity of the global MCF concentration 
to the four runs (see text); (c) sensitivity of the global MCF 
concentration to perturbations in AOH, the OH trend (T), 
and AMCE 

adjusting the OH trend. In other words, the trend in OH is 
sensitive to an incorrect estimate of the emission trend. Fi- 

nally, the signal from a perturbed initial MCF concentration 
(+10% in 1975) decays relatively rapidly. The exponential 
decay time equals the MCF lifetime, which is about 5 years. 

Now, we return to the full three-dimensional model and 
reestimate AOH, the OH trend, and AMCF under the con- 
ditions of the same four sensitivity runs. The results are 
given in Table 6. Also given in the table are the results ob- 
tained with simulations that are based on the emissions used 

by Prinn et al. [ 1995]. It is shown that AOH runs from - 19% 
(run 1) to +4% (run 2). As expected, these extremes occur 
when the perturbations of the emission and the MCF sinks 
all lead to a larger or smaller tropospheric MCF concentra- 
tion, respectively. Consequently, significantly more (or less) 
OH is required to restore the agreement between the model 
results and the measurements. 

The calculated trend in the OH concentration of 0.46% 

yr- • vanishes when the emission trend is decreased. Alter- 
natively, a trend of about 1% year- • is found when the trend 

in the emission is perturbed from -4.4% in 1975 to +4.4% 
in 1993. The trend is much less sensitive to the perturba- 
tions applied in sensitivity runs 1 and 2. The emissions used 
by Prinn et al. [ 1995] result in a slightly lower trend and a 
less negative AOH value. It is unlikely that other model un- 
certainties (OH distribution, transport, resolution) influence 
the deduced OH trend. The MCF emissions assumed here 

therefore limit the OH trend to the interval between -0.1 and 

+1.1% yr -•. 
The results obtained for the OH trend and AOH would not 

change much when the AMCF value would have been kept 
fixed. As shown by the box model simulations, the AMCF 
perturbation diminishes at a rate that equals the MCF life- 
time (about 5 years). Since we start the model runs at 1975, 
the low sensitivity to AMCF is not surprising. 

Using these results, the calculated atmospheric lifetime of 
MCF is 4.7 q- 0.1 years in 1978 and 4.5 q- 0.1 years in 1993 
(lrr errors from emission uncertainties only). This lifetime 
consists of a part that is determined by dissolution in the 
oceans (83 years), a lifetime towed stratospheric destruction 
(50 ye•s), and a p•t that is due to oxidation by tropospheric 
OH (5.5 ye•s in 1978 and 5.2 ye•s in 1993). The MCF 
destruction by OH changes significantly with height. The 
average lifetime at the surface (1000-950 hPa) is about 3 
ye•s, whereas at 200 hPa a lifetime of almost 24 ye•s is 
calculated. This is caused by the higher temperatures and 
OH levels close to the surface. 

If the uncertainties in emissions and other MCF sinks are 

taken into account, the MCF lifetime towed OH oxidation 

is calculated to be 5 q+l.o years in 1978 (full range e•or). 
The co•esponding OH number density equals 1 nn+o.oo ... o. 15 x 
10 a molecules cm -a (100•100 hPa). For CH4, these OH 
concentrations imply a lifetime through OH destruction of 
9.2}• ye•s. Owing to the trend in OH, these numbers 
change to 1.07 +0'00 -o.17 x 10 a molecules cm -a and ... o.8 ye•s 
in 1993, respectively. The uncertainties •e calculated using 
the results of the sensitivity runs 1 and 2 listed in Table 6. In 
paaicul•, the large uncertainty assumed in the stratospheric 
lifetime (50 ß 25 years) is responsible for the uncertainty 
in the global averaged OH concentration and the methane 
lifetime. In fact, this uncertainty in s•atospheric loss may 
be much smaller, thus providing an upper e•or limit. 

5. Sensitivity of the Global OH Concentration 

Based on published emission estimates [Midgley and Mc- 
Culloch, 1995; Prinn et al., 1995], we infer a positive trend 
in OH, although we have shown that the calculated trend 
in OH is sensitive to the assumed trend in the emissions. 

Moreover, the deduced trend is almost uniform for all sta- 
tions. These results thus show that the comparison between 
the model and the ALE/GAGE measurements improves sig- 
nificantly if we apply a linear trend to the global OH field. 
The optimized trend indicates an increase of almost 7% in 
the global OH concentration over the period 1978-1993. Can 
such a trend be explained on the basis of reasonable assump- 
tions? To answer this question, we analyze the response of 
the global OH concentration in our model to several pertur- 
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Table 6. Ensemble-Weighted Values for/.XOH, OH trend, and AMCF, Obtained for 
the Four Sensitivity Runs (See Text) and With the Emissions Used by Prinn et al. 
[19951 

Run AOH, % Trend, % yr -a AMCF, % 

Table 5 -4.8 q- 0.7 0.46 q- 0.09 5.5 q- 3.7 
1 -19.3 q- 0.8 0.37 q- 0.10 9.6 q- 2.8 

2 +4.2 q- 0.7 0.44 q- 0.08 1.6 q- 2.7 
3 -8.7 q- 0.7 1.08 q- 0.08 9.0 q- 3.1 
4 -1.6 q- 0.7 -0.11 q- 0.07 -1.5 q- 3.2 

Prinn et al. [1995] -3.8 q- 0.8 0.42 q- 0.10 3.3 q- 4.0 

The results obtained in section 3 are also given. The values refer to all stations grouped 
together. Uncertainty ranges refer to l rr. 

bations. It is not our goal here to make an independent es- 
timate of the global OH changes but to investigate which 
factors might have contributed to a positive change in OH. 

First we calculate the global OH concentrations by fixing 
the CHa and CO concentrations to the 1978 levels. Subse- 

quently, the following six perturbations are applied. 
1. The global mean CHa concentration in the model is 

increased to that observed in 1993, i.e., from 1550 ppbv to 
1722 ppbv [Schimel et al., 1996]. It may be expected that 
this contributes to an OH reduction [Crutzen and Zimmer- 
mann, 1991 ]. 

2. The global CO concentrations in the model are reduced 
to those in 1993. Khalil and Rasmussen [1994] and Novelli 
et al. [1994] report a rapid decline of atmospheric CO up to 
8% yr -• since 1990. However, during the early 1980s an 
increase of almost 1% yr- • was observed in the midlatitude 
NH, while no trends could be detected in the SH [Zander 
et al., 1989; Brunke et al., 1990]. In our sensitivity study 
we adopt a global CO decrease of 6.5% over the 1978-1993 
period. 

3. The photolysis rates are recalculated to account for 
stratospheric ozone depletion, hence increased UV penetra- 
tion into the troposphere and consequent enhancement of 
OH through reactions (1) and (2). The stratospheric ozone 
losses observed by the TOMS satellite instrument (version 7 
data) are used to calculate latitudinal and height dependent 
trends in the photolysis rates [De Winter-Sorkina, 1997]. 

Table 7. Responses of Global OH Concentrations to 
Perturbations in the Model 

Perturbation (See Text) OH Change, % 

1 (11% CHa increase) 
2 (6.5% CO decrease) 
3 (stratospheric ozone loss) 
4 (0.2øC temperature increase) 
5 (10% tropical H20 increase) 
6 (10% NOx emission increase) 
7 (simultaneous perturbation) 

-1.1 

+1.7 

+2.0 

+0.1 

+1.7 

+2.0 

+6.0 

Tropospheric photolysis rate perturbations occur predomi- 
nantly at higher latitudes during spring. 

4. Temperatures in the model lower atmosphere are in- 
creased over the 1978-1993 period by 0.2øC based on mete- 
orological observations. Although it is very difficult to iso- 
late the anthropogenic signal from the large natural variabil- 
ity, these temperature anomalies are expected to be at least 
partly caused by the global warming effect of increasing 
greenhouse gases [Schimel et al., 1996]. Increasing temper- 
atures are expected to be accompanied by increasing water 
vapor concentrations, which are calculated from the change 
in water vapor saturation pressure. 

5. Water vapor increases have been observed over the 
oceans, which may in part be due to increasing wind ve- 
locities [Nicholls et al., 1996]. In fact, water vapor increases 
as high as 13% decade -• have been observed in the trop- 
ics [Gaffen et al., 1992], which is likely to be important for 
OH formation through reactions (1) and (2). Here we apply 
an overall 10% water vapor increase in the tropics (30øN- 
30øS). 

6. The model OH levels appear to be very sensitive to the 
abundance of NOx. Increasing NOx enhances both the for- 
mation of ozone and the recycling of OH radicals [Van Dop 
and Krol, 1996; Eisele et al., 1997]. Since reports of trends 
in tropospheric ozone concentrations are sparse and some- 
times ambiguous [Logan, 1994], we prefer not to perturb the 
calculated ozone field but rather the NOz emissions, increas- 
ing them by 10%. 

Table 7 lists the sensitivity of the global OH concentration 
to the various perturbations. As noted previously [Van Dop 
and Krol, 1996], the atmospheric chemistry system often 
acts as a negative feedback system so that the response to 
a perturbation is smaller than the perturbation itself. Nev- 
ertheless, we calculate that the small decrease in OH due 

to the CH4 increase (-1.1%) is overcompensated by OH in- 
creases due to higher photolysis rates (+2%), higher NOz 
emissions (+2%), decreased CO, and increased water vapor 
(both +1.7%). The temperature increase has only a minor 
effect on global OH. When all perturbations listed in Table 7 
are applied simultaneously, we calculate a 6% net OH in- 
crease, which is close to the value of 7% we estimated from 
the MCF simulations. 
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It should be noted, however, that only a few of the as- 
sumptions in this sensitivity study are well documented (e.g., 
the CH4 increase and the stratospheric ozone loss). Others 
have a weaker experimental basis (e.g., the increase in water 
vapor) and a potentially large effect on the OH concentra- 
tions. Therefore the perturbation calculations presented here 
should be conceived as a sensitivity analysis. It should be 
emphasized that changes in the global atmospheric compo- 
sition since 1978 are to a large extent unknown. This is es- 
pecially true for the most important region for OH, the lower 
troposphere in the tropics. In this region, large changes may 
be occurring due to biomass burning and rapidly emerging 
industrial activities. Nevertheless, it is shown here that ob- 
served changes in the atmospheric composition, in combina- 
tion with some reasonable assumptions, are consistent with 
significant increases in OH over the past decades. 

6. Discussion 

The results that are presented here differ in some respects 
from those of Prinn et al. [1995]. The lower atmospheric 
lifetime (200-1000 hPa) of MCF given by Prinn et al. [ 1995] 
equals 4.6 + 0.3 years, which agrees well with our estimate 
(1000-100 hPa, 4.7 years in 1978, 4.5 years in 1993, and 1 o- 
error due to emission uncertainty of 0.1 year). Prinn et al. 
[ 1995] report a trend in OH of 0.0 q- 0.2% yr-l, whereas we 
constrained the OH trend to the range between -0.1 and 1.1% 
yr -1 with a most likely value of 0.46% yr -1. This range 
was obtained by adjusting the emission trend. It is difficult 
to unambiguously establish the cause of the differences, but 
several possible reasons can be mentioned. 

One possible cause is related to the model resolution. 
Prinn et al. [1995] resolve the atmosphere into 12 boxes. 
The OH concentrations in the boxes should therefore be rep- 
resentative for a very large domain. The OH concentration 
may vary considerably with longitude, for instance due to 
NO•: emissions and water vapor variability [Kanakidou and 
Crutzen, 1993; Kanakidou et al., 1995]. Moreover, most 
MCF emissions are accompanied by NO•: emissions, which 
might lead to a positive correlation between OH and MCF. 
Also, the ALE/GAGE stations usually sample clean back- 
ground air. In the model of Prinn et al. [ 1995] these mea- 
surements are compared to the concentrations in semihemi- 
spheric boxes, in which the MCF emissions also take place. 

Another possible cause may be associated with the treat- 
ment of stratospheric MCF breakdown. In our model, 
stratospheric MCF losses are applied at the •top of the 
model. These losses are calculated on the basis of two- 

dimensional model calculations [Kanakidou et al., 1995]. 
Prinn et al. [ 1995] explicitly represent the stratosphere, al- 
though crudely resolved. The MCF destruction rate in the 
stratosphere, as well as the the stratosphere-troposphere ex- 
change time, appear to significantly affect the MCF lifetime. 

A third cause may be the estimation technique. Prinn 
et al. [ 1995] use an optimal estimation inversion technique 
to obtain the MCF lifetime and its linear trend. Although 
our method should, in principle, give comparable results (it 
also minimizes the differences between model simulations 

and measurements), differences in the methodology might 
give rise to different results. In particular, the functional fit 
of both the measurements and the model simulations differs 

from the method described by Prinn et al. [ 1995]. 
Finally, the calculated OH distribution is a possible cause 

of the differences. Whereas in the Prinn et al. [ 1995] model 
more OH is present in the SH, our tropospheric chemistry 
model calculates more OH in the NH due to the higher NO:• 
and 03 levels, consistent with previous estimates [e.g., Crut- 
zen and Zimmermann, 1991]. It is unlikely, however, that 
differences in the OH distribution influence the calculated 

OH trend. The consistency of the trends calculated for all 
ALE/GAGE measurement stations indicates an OH increase 

on a global scale. Therefore it seems that the downward 
trend since the start of industrialization [e.g., Crutzen and 
Zimmermann, 1991] may have reversed since the past sev- 
eral decades. 

7. Summary and Conclusions 

An ensemble (Monte Carlo) technique was used to obtain 
a best estimate for the global OH concentration and for the 
linear trend in OH between 1978 and 1993, simulated with a 

three-dimensional transport model for the troposphere. The 
OH fields were adopted from a model simulation with back- 
ground CH4-CO-NO•-HO• chemistry. The monthly aver- 
aged OH fields were adjusted until a best fit with the mea- 
surements was obtained. A linear trend in the OH field was 

also determined. 

Rather fast convergence was obtained with the ensemble 
technique. However, it appeared that the choice of the ini- 
tial random distributions from which the random variables 

(trend, AOH) are drawn is very critical. 
A positive trend in OH of 0.46 q- 0.6% yr -1 was cal- 

culated (full range error). We deduced that he lifetime of 
MCF in the troposphere (1000-100 hPa) has changed from 
4.7+0.1 years in 1978 to 4.5q-0.1 years in 1993 (lo-er- 
ror includes only the uncertainty in emissions). The cor- 
responding global mean OH number densities indicate in- 
creases from 1 nn+0.00 .... 0.15 x 106 molecules cm -3 in 1978 to 
1 •-/+0.09 0 6 .... o.• X 1 molecules cm- a in 1993. The calculated 
methane lifetime due to destruction by OH in the same do- 
main (1000-100 hPa) decreases from a •+•.• years in 1978 -•.z-,_0. 8 

to 8 fi+•.6 years in 1993 The errors now also include the "-'-{3.8 

uncertainties in the stratospheric and ocean MCF sinks. The 
error range adopted for the MCF lifetime due to stratospheric 
loss (50+25 years) is particularly large and leads to rel- 
atively large uncertainties in the OH number density and 
methane lifetime. These error ranges are therefore consid- 
ered to be full range errors. 

The estimated OH trend is sensitive to the trend in MCF 

emission estimates. If the trend is perturbed by -4.4% at the 
start of the simulation and by +4.4% at the end of the sim- 
ulation, the calculated OH trend increases to 1. ! % yr-•. If 
the trend is perturbed in the opposite direction, however, the 
calculated trend vanishes. This indicates that the OH trend 

calculation depends critically on the applied MCF emission 
trend. Simple box model calculations support this conclu- 
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sion. The estimated trend in OH is expected to be insen- 
sitive to other model uncertainties and is consistent for all 

measurement stations. 

The optimized OH trend suggests therefore a global in- 
crease in OH of almost 7% over the period 1978-1993. A 
sensitivity analysis with our global chemistry model shows 
that reasonable assumptions about global emission estimates 
and the model boundary conditions are consistent with a sig- 
nificant increase in OH. Prinn et al. [1995] estimated a zero 
trend in OH over the same period. Since we used the same 
emission data, the different results must be due to the mod- 

eling approach. Other inverse modeling studies on the MCF 
data are required before definite conclusions about an OH 
trend can be drawn. 

One is generally not interested in the complete probability 
density f(qJId), but only in its first few moments. These 
can be obtained by using a frequency interpretation of the 
probability density f (q;). For instance, the minimal variance 
estimate of f(qJI d) is the mean of this probability density, 
given by 

• - f •Pf(•P)f(dI•P)&P 
f f (•P) f (dl•P)&P 

N 

•i=x •'if(dl•i) 
(A3) 

Its variance can be obtained as 

2 _ (A4) O'½ -- Ei51 f(d •bi) 

Appendix: Ensemble Method 

The data-assimilation method used here is a so-called en- 

semble smoother. The lifetime of MCF is about 4.5 years. 
Therefore, the present-day MCF concentration depends on 
the OH concentration of the past few years. A smoother 
method is an inverse method that accounts for this depen- 
dence. An ensemble method uses statistical Monte Carlo 

methods to estimate the probability density of the model evo- 
lution. 

Van Leeuwen and Evensen [1996] showed that data as- 
similation essentially combines the probability densities of 
a model and measurement data [see also Tarantola, 1987; 
Lorenc, 1988]. The resulting probability density contains in- 
formation about both the model and the data. The essential 

point is that measurement data are not considered as isolated 
points defining the "truth" but as a particular realization from 
a probability distribution. 

The probability density of the model evolution (the distri- 
bution follows from model uncertainties)is defined as f(•b). 
Using Bayes' theorem, the combined probability density of 
the model given the MCF measurements can be written as 
[see Van Leeuwen and Evensen, 1996] 

f(•b)f(dl½) 
f(•bld) - f f(•b)f(dl•b) d•b (A1) 

In this equation, f(dl•)) is defined as the probability den- 
sity of the data, given a particular model integration. If we 
assume that the probability density of the data is Gaussian 
distributed, we obtain 

(d - 2 ] f(dtb)=Aexp - 2cr (A2) 

in which •b denotes the model integration and O'd is the mea- 
surement error. A is a normalization constant. Note that this 

probability density is simply Gaussian distributed around the 
model integration •b. 

This frequency description of the first two moments of 
f(bld) is obtained from an ensemble of N model runs in a 
Monte Carlo simulation. 

Returning to the specific example discussed in this paper, 
equations (A3), (A4), and (A2) correspond to equations (8), 
(9) and (11) in section 2.3. 
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