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[1] Results from the first Sun-to-Earth coupled numerical model developed at the Center for Integrated

Space Weather Modeling are presented. The model simulates physical processes occurring in space

spanning from the corona of the Sun to the Earth’s ionosphere, and it represents the first step toward

creating a physics-based numerical tool for predicting space weather conditions in the near-Earth

environment. Two 6- to 7-d intervals, representing different heliospheric conditions in terms of the three-

dimensional configuration of the heliospheric current sheet, are chosen for simulations. These conditions

lead to drastically different responses of the simulated magnetosphere-ionosphere system, emphasizing,

on the one hand, challenges one encounters in building such forecasting tools, and on the other hand,

emphasizing successes that can already be achieved even at this initial stage of Sun-to-Earth modeling.
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1. Introduction
[2] Themain objective of the Center for Integrated Space

Weather Modeling (CISM) is formulated in its strategic
plan (http://bu.edu/cism/Publications/StrategicPlan.pdf):
‘‘The overarching goal of CISM is to develop a reliable
well-validated, comprehensive, physics-based, numerical
simulation model that describes the space environment
from the Sun to the Earth.’’ Building such models is not
only important for advancing our understanding of the
physics of the Sun-Earth system but also for the develop-
ment of forecasting tools for the near-Earth space envi-
ronment. In this paper it is demonstrated that despite
challenges we face en route to creating a fully coupled
end-to-end model, it is already possible to reproduce
some gross features of the dynamics of the magneto-
sphere-ionosphere system, provided that favorable con-
ditions for such modeling exist in the solar wind.
[3] The complexity of the task at hand is determined

partly by the fact that the temporal and spatial scales of
physical processes, occurring in different parts of this
immense system, sometimes differ by orders of magni-
tude. For example, the typical density of the solar wind
plasma is on the order of 1--10 cm�3, while the iono-
spheric plasma is 105--106 times as dense. Combined with
typical plasma temperatures, T � 103 K in the ionosphere

and T � 104 K in the solar wind, these numbers yield the
typical Debye length of 0.1 cm for the ionospheric plasma
and 102--103 greater in the solar wind [e.g., Bittencourt,
2004]. One of the consequences of this great disparity in
spatial and temporal scales is that in different regions,
different approximations need be used to properly de-
scribe plasma behavior. For instance, the ideal magneto-
hydrodynamic (MHD) treatment is sufficient in many
parts of the Earth’s magnetosphere and the solar wind
but, as is well known, is not applicable in other domains
such as the inner magnetosphere and ionosphere.
[4] The first end-to-end model developed at CISM by

aggregate efforts of different contributing groups is the
CISM 1.0 model, three major components of which are
simulation codes based on ideal MHD formalism. The
MHD Around a Sphere (MAS) model of the solar corona
describes physical processes occurring from the base of
the corona out to a radius where the solar wind is
supersonic and super-Alfvénic [Mikic and Linker, 1994;
Mikic et al., 1999; Linker et al., 1999; Lionello et al., 2001;
Riley et al., 2001]. The ENLIL model describes the super-
sonic solar wind plasma flow and fields [Odstrcil, 2003],
and the Lyon-Fedder-Mobarry (LFM) is a global MHD
model of the Earth’s magnetosphere [Fedder and Lyon,
1995; Fedder et al., 1995a; Lyon et al., 2004], which describes
the geospace plasma and fields from upstream of the bow
shock to about 300 RE downtail, where the flow is once
again supersonic. In addition, the last model in the chain
is the thermosphere-ionosphere nested grid (TING) model
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which can be coupled to the LFMmodel to form a two-way
fully coupled model of the magnetosphere-ionosphere, the
coupled magnetosphere-ionosphere-thermosphere
(CMIT) model [Wang et al., 2004; Wiltberger et al., 2004].
The MAS and ENLIL simulation codes can also be
combined into a coupled model of the solar corona and
solar wind, CORHEL model [Luhmann et al., 2004; Odstrcil
et al., 2004]. The LFM model can use as the upstream
boundary condition either in situ observations of the
solar wind from spacecraft (i.e., ACE or Wind) or, as a
component of the CISM 1.0 model, the output from the
CORHEL model.
[5] An example of a complication arising from the large

differences in spatial and temporal scales of physical
processes simulated by the models described is the fact
that the entire LFM simulation grid has the size on the
order of �1--2 cells of the ENLIL grid. This is not neces-
sarily a fundamental weakness, since the simulation res-
olution is limited largely by the computational cost, but it
does pose a serious problem for validation of a model such
as CISM 1.0 that covers such diverse physical processes
and regions. For instance, the time and location of the
heliospheric current sheet (HCS) crossing and the direc-
tion of the HCS normal are often used for validation of
heliospheric models [Burton et al., 1994; Owens et al., 2005].
However, simulation data that are in good agreement with
an L1 monitor on temporal and spatial scales appropriate
for a heliospheric model may provide a mediocre input to
a magnetosphere-ionosphere model because most of the
small-scale features, i.e., interplanetary magnetic field
(IMF) Bz variations, crucial for an accurate description of
the magnetospheric dynamics, will be missed. Another
complication follows from the fact that physical models of
the solar corona are presently bound to be time-independent,
as their inner boundary conditions are synoptic magneto-
grams, and to obtain such an observation for the entire
surface of the Sun, a full Carrington rotation (CR), i.e.,
27.27 d, has to pass. The lack of time-dependent structures,
such as coronal mass ejections (CMEs), in the initial
coupled model of the solar corona and the heliosphere
poses a critical problem for the magnetosphere-iono-
sphere modeling.
[6] In this paper we present results of CISM 1.0 simu-

lations of two 6- to 7-d intervals belonging to two different
Carrington rotations. These intervals represent two differ-
ent HCS configurations that are reproduced reasonably
well by the CORHEL model but lead to different
responses of the global magnetospheric model driven by
the CORHEL output. During the first interval, CORHEL
captured the global structure of the HCS, but owing to the
flatness of the HCS, no current sheet crossing occurred in
the virtual L1 monitor, which resulted in very weak
variability in the data that were actually input into the
CMIT 1.0 model. During the second interval, the HCS
exhibited a distinct three-dimensional structure captured
by the CORHEL simulation fairly well. In this case the
virtual L1 monitor observed an HCS crossing yielding a

time-dependent solar wind input into the magnetospheric
model. Neither of the intervals, however, revealed a
southward Bz component sufficient to stimulate significant
magnetospheric activity. Despite this crucial deficiency,
i.e., Bz variations being essentially subgrid phenomena in
present solar wind models, it is demonstrated in this
paper that under favorable conditions (i.e., By-driven
periods, provided that the IMF By component is captured
well by the heliospheric model), large-scale signatures of
magnetospheric dynamics can already be reproduced.
[7] We use the cross--polar cap potential as a global

indicator of magnetospheric activity for our analysis. This
quantity, defined as the difference between the maximum
and the minimum electrostatic potential associated with
the ionospheric convection pattern, is a good descriptor of
the magnetospheric convection pattern as well, owing to
the notion of the former being a footprint of the latter in an
average sense. During the first interval, we investigate the
dynamics of the magnetosphere using the stand-alone
LFM model and the CMIT 1.0 model driven by the Wind
solar wind observations, as well as the CISM 1.0 model,
and contrast the results of these three models to one
another and to the baseline model, Weimer’05 [Weimer,
2005a, 2005b]. The second interval is simulated by the
stand-alone LFM model and the CISM 1.0 model only,
where in the case of the CISM 1.0 model, LFM is not
coupled to TING, and the ionospheric conductances are
calculated empirically. In the simulations of this interval
we are interested in investigating the magnetospheric
response to the HCS configuration different from the
one during the first interval (three-dimensional versus
flat) and contrasting the two. Furthermore, the time-
dependent output of the heliospheric model in this case
allowed for a more sensible comparison of the simulation
results of the LFM model driven by the CORHEL output
and upstream observations.
[8] In section 2 we provide a brief summary of each

component of the CISM 1.0 model. Section 3 discusses
results of heliospheric simulations of the two Carrington
rotations and their comparisons with L1 observations. In
section 4 we present results of global magnetospheric
simulations of the cross--polar cap potential evolution.
Section 5 concludes the paper.

2. CISM 1.0 Simulation Model
[9] Each of the models constituting the CISM 1.0 model

has been extensively used for investigations of its own
physical domain. Ample literature exists describing the
numerics of these models and their physical results.
Therefore we do not attempt to provide an exhaustive
description of every model here but rather make a brief
introduction providing the interested reader with
corresponding references.

2.1. MAS Model
[10] The global corona is modeled by the Magnetohy-

drodynamics Around a Sphere (MAS) three-dimensional
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(3-D) MHD simulation code developed by the Science
Applications International Corporation group [Linker et
al., 1999; Mikic et al., 1999] (see also http://imhd.net).
Photospheric magnetic field observations from the Na-
tional Solar Observatory at Kitt Peak (www.synoptic.n-
so.edu) provide the boundary conditions, from which
initial conditions are derived by a potential field solution
to the photospheric radial field, a uniform boundary
density, and a Parker-type solar wind outflow. The time-
dependent MHD equations, with finite resistivity and
viscosity, are then solved in spherical geometry between
1 and 30 RS using a polytropic index of g = 1.05 to
approximate the near-isothermal nature of the corona
(see Mikic and Linker [1994] for details of the code
numerics). The solution is allowed to relax to steady state
conditions.
[11] The polytropic approach, taken for both physical

simplicity and computational reasons, does not yield
sufficient variation in the plasma parameters. More com-
plex treatments of the energy equation should result in
more realistic thermodynamics [Lionello et al., 2001],
though such methods have yet to be fully refined. How-
ever, we note that the flow at the polytropic MAS outer
boundary is still supercritical, greatly simplifying the
coupling to the coronal code.

2.2. ENLIL Model
[12] The heliosphere is modeled by the ENLIL 3-D ideal

MHD code developed at the University of Colorado [e.g.,
Odstrcil, 2003, and references therein]. As with MAS, a
polytropic energy equation is used but with the observa-
tionally derived value of g = 1.5 [Toten et al., 1995]. The
computational domain covers 30 RS to 1 AU and �60� to
+60� in solar latitude.
[13] Boundary conditions are provided by the MAS

coronal solution (see Odstrcil et al. [2004] and Luhmann et
al. [2004] for details of the code coupling). The radial
component of the magnetic field (BR) computed by MAS
is used directly, whereas the meridional component (Bq) is
assumed to be zero, and the azimuthal component (B8) is
derived from the rotation speed of the source surface (i.e.,
B8 = �BR(VROT/VR)sin q, where VR is the radial flow
speed and VROT comes from the 27.27-d rotation period
of the Sun). Because of insufficient variability in the
MAS plasma parameters caused by the polytropic
approximation, an empirical relation, based upon the
well-determined magnetic topology of the coronal so-
lution, is used to specify the radial plasma flow speed
[Riley et al., 2001]. The nonradial components of the
plasma flow are assumed to be zero on the ENLIL
inner boundary, whereas density and temperature are
specified from the assumptions of constant momentum
flux and thermal pressure balance, respectively. The
heliospheric solution is allowed to relax to steady state.
[14] For this initial Sun-to-Earth validation study we use

the computationally efficient versions of the codes: MAS

(ENLIL) has 60, 70, and 64 (128, 30, and 90) grid cells in the
radial, meridional, and azimuthal directions, respectively.

2.3. LFM Model
[15] The Lyon-Fedder-Mobarry global MHDmodel sim-

ulates the Earth’s magnetosphere by solving ideal MHD
equations on a 3-D distorted spherical grid with the
symmetry axis aligned with the solar magnetic (SM) x axis
[Lyon et al., 2004, and references therein]. The grid is
contained in a cylindrical volume with the radius of
�100 RE, the front boundary placed at �30 RE and the
back boundary at �300 RE. For the present study the
lowest-resolution LFM simulation grid is used with 53 cells
in the radial direction and 24 and 32 cells in the polar and
azimuthal directions (in the LFM sense), respectively. The
resolution in the radial direction defines the location of the
inner boundary of the MHD grid at �2 RE, which places
the low-latitude ionospheric boundary at �45� magnetic
latitude.
[16] The inner boundary condition of the LFM model

follows from the electrostatic, thin shell approximation of
the ionosphere whereby the current continuity condition
relates the electrostatic potential to the field-aligned cur-
rent through the height-integrated ionospheric conductiv-
ity [Fedder and Lyon, 1995; Fedder et al., 1995a; Lyon et al.,
2004]. Conventionally, the ionospheric conductance is
calculated by an empirical model which first computes
the EUV ionization contribution and then estimates the
precipitating particle characteristic energy and flux from
MHD macrovariables [Fedder et al., 1995b]. The latter are
then transferred into the ionospheric conductance accord-
ing to Robinson’s formulae [Robinson et al., 1987]. In the
CMIT 1.0 model [Wiltberger et al., 2004; Wang et al., 2004]
the LFM is coupled to the thermosphere-ionosphere
nested grid model [Wang et al., 1999] that replaces the
empirical calculation of the ionospheric conductances in
the stand-alone LFM.

2.4. TING Model
[17] The thermosphere-ionosphere nested grid model

[Wang et al., 1999] is an extension of the National Center
for Atmospheric Research (NCAR) coupled thermo-
sphere-ionosphere global circulation model [Roble et al.,
1988, and references therein] with high-resolution capa-
bilities. The model solves for the hydrodynamics and
thermodynamics of neutral and ionized species coupled
both dynamically and chemically. Ionized components are
driven, in addition to gravity, pressure gradients, and ion-
neutral collisions, by the E � B term. In stand-alone model
runs, the convective electric field is usually obtained from
an empirical model of the ionospheric convection, where-
as in the LFM-coupled mode (CMIT) it is provided by the
LFM ionospheric boundary condition [Wang et al., 2004;
Wiltberger et al., 2004]. Particle precipitation parameters
(characteristic energy and flux) computed empirically in
the LFM are also put into the TING calculation. The
ionospheric conductance is one of the outputs of the TING
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model and, as mentioned above, in the CMIT model it is
used for the LFM inner boundary specification instead of
empirical values.

3. CORHEL Comparisons at the L1 Point

3.1. Observation Techniques
[18] Solar wind observations at the L1 point are obtained

from the Goddard Space Flight Center Space Physics Data
Facility OMNIWeb interface at http://omniweb.gsfc.nasa.
gov. For computation of sector structure and HCS incli-
nation we average this data to 5-min resolution. Inward
(outward) sectors are defined as periods of solar wind with
the magnetic field vector within 30� of the positive (neg-
ative) ideal Parker spiral angle. Periods that fail to meet
either the inward or outward criteria are classified as
unknown sectors. To reduce small-scale effects, HCS
crossings are classified as changes in polarity with a
minimum of 30 min of continuous polarity on either side
of the inversion.
[19] The orientation of the observed HCS crossings is

determined using minimum variance analysis (MVA)
[Burton et al., 1994]. We note that typically, the error in
using MVA to estimate the orientation of discontinuities is
<10� [Lepping and Behannon, 1980]. As the derived orien-
tation can be sensitive to the choice of duration on either
side of the polarity inversion, we calculate an ensemble of
orientations using a sliding window from half a day to half
an hour on either side of the HCS crossing. Each HCS
orientation is assigned a ‘‘confidence’’ using the ratio of the

intermediate-to-minimum and maximum-to-intermediate
eigenvalue ratios. If the maximum confidence HCS orien-
tation is not close to the average HCS orientation over the
whole ensemble (e.g., >20�), then the HCS orientation is
discarded.

3.2. CR 1906 Simulation
[20] The top plot of Figure 1 shows the observed and

modeled magnetic field at 1 AU for CR 1906. The main
color map is a Carrington map (i.e., a latitude-longitude
slice at fixed radial distance) of the model-computed
radial field (red and blue are outward and inward polarity,
respectively) and associated heliospheric current sheet
(white curve) on a heliocentric surface of R = 1 AU. White
lines show the predicted HCS normals for Earth crossings.
The position of the L1 point is shown by the thick, near-
horizontal black line: As the CORHEL solution is steady
state, a time series for a virtual spacecraft at L1 can be
generated by moving along this line from right (the start of
the CR, 13 February 1996) to left (the end of the CR,
11March 1996). Overlaid on the L1 path are the L1 observed
magnetic sectors (same color code; black regions are of
indeterminate sector) and observed HCS orientations
(black lines). CORHEL predicts that the IMF polarity at L1
should be primarily inward, as is observed. CORHEL
predicts the excursion into outward polarity near the start
of the CR (�320� Carrington longitude) later, and for a
longer duration, than is observed. The inclinations of
the predicted HCS crossings approximately match those
observed. The later, shorter excursion into inward polarity

Figure 1. Carrington map of CORHEL-computed radial field and associated heliospheric current
sheet at 1 AU (white curve) on a heliocentric surface of R = 215 RS. Red (blue) shows outward
(inward) polarity. White lines show the predicted HCS normals for Earth crossings. Overlaid on
the model output are the observed magnetic sectors (same color code; black regions are of
indeterminate sector) and HCS orientations (black lines) at L1. Green lines show HCS crossings
associated with ICMEs. Maps show Carrington rotation for (top) 1906 and (bottom) 1958.
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(�50� Carrington longitude) is not predicted by CORHEL
at all. As the HCS is so flat, the L1 point skims along the
current sheet throughout this entire period, making pre-
diction of the HCS crossings particularly difficult. Indeed,
the abundance of observed small-scale sector crossings
suggests that the HCS was close to the L1 point for the
entire CR, as predicted by CORHEL. This issue is dis-
cussed further in section 4.

3.3. CR 1958 Simulation
[21] The bottom plot of Figure 1 shows the observed and

modeled magnetic field at 1 AU for CR 1958. CORHEL
predicts a two-sector structure, from inward to outward
sector, which matches the observations well. The timing
and inclination of the first HCS crossing (Carrington
longitude 250�) is well captured by CORHEL. The second
major HCS crossing (Carrington longitude 20�) is pre-
dicted �1.5 d too early though the orientation is very well
matched. We note that there is a short-duration inward
polarity excursion from Carrington longitudes 120� to 80�
that is missed by CORHEL. However, CORHEL predicts
an equatorial extension of inward polarity close to this
Carrington longitude, but it does not quite extend all the
way down the ecliptic so as to produce HCS crossings at
L1. Furthermore, the green line indicates a crossing asso-
ciated with an interplanetary coronal mass ejection, which
may have distorted the magnetic structure of the corona in
ways CORHEL is not expected to capture, as the MAS
simulation is driven by a synoptic magnetogram and
hence does not include transient features such as CMEs.

4. Magnetospheric Dynamics

4.1. CR 1906 Simulation
[22] Figure 2 (red traces) shows the output from the

CORHEL model (Figure 1a) when it is put in the form
suitable for input into the LFM model: time series of
upstream solar wind plasma and magnetic field parame-
ters in the GSE coordinate system. The picture is com-
plemented by the Wind spacecraft data in the same format
(black traces). For the magnetospheric part of the simula-
tion we choose the interval from 23 to 29 February 1996
corresponding approximately to the segment extending
from 160� to 235� Carrington longitude in Figure 1a. This
interval is selected for two reasons. First, we deliberately
choose an event with a very simple HCS configuration
when, as shown below, the magnetospheric dynamics are
driven by small-scale variations in the IMF (mostly south-
ward Bz). Such small-scale IMF drivers are turbulent-like
in nature and are beyond the capability of current helio-
spheric simulation models. Thus while the HCS configu-
ration is simple, the modeling challenge is great. An
opposite case is the CR 1958 simulation considered in
section 4.2. Second, this 6-d interval was previously ex-
amined by Guild [2007] in his plasma sheet statistical study
using the stand-alone LFM model, and the cross--polar
cap potential results for the stand-alone LFM below are

extracted from those simulation data. This explains our
use of the Wind data to drive the LFM and CMIT 1.0
models (Figure 2, black traces) as those solar wind data
were used by Guild [2007], in contrast to Figure 1a, where
the CORHEL results are compared with the ACE data.
The use of Wind (Figure 2) instead of ACE (Figure 1) data
does not affect the evident conclusion that when reduced
to a single point measurement (and therefore concentrat-
ing on small-scale features), the CORHEL simulation data
for this interval yield poor agreement with the spacecraft
observations. In the absence of CMEs in the heliospheric
model or corotating interaction regions (CIRs) during the
simulated interval, a large-scale time-dependent structure
in the CORHEL output at L1 can be expected if an HCS
crossing occurs. During this period, there appears to have
been a number of small HCS crossings. This is supported
by the CORHEL simulation which predicts the L1 point to
skim the HCS at this time. However, partly because of the
coarse nature of the simulation, the virtual L1 point never
crosses the HCS, resulting in the marked difference be-
tween the virtual and observed L1 time series. A situation
when an HCS crossing did occur in the CORHEL simula-
tion is considered in section 4.2., while here we note that a
more subtle problem, common to both CR 1906 and CR
1958 simulations, is the lack of small-scale structures
responsible for IMF Bz variations, since these structures
are essentially subgrid phenomena in the CORHEL mod-
el. These small-scale (from the point of view of the helio-
spheric model) variations are the most important drivers
of the magnetospheric dynamics in the absence of large-
scale time-dependent structures, such as CMEs, CIRs, or
HCS crossings.
[23] Spence et al. [2004] define several metrics for quan-

titative assessment of CISM models. Here we employ the
cross--polar cap potential as a top-level metric for valida-
tion of the geospace segment of the CISM 1.0 model. The
time evolution of this parameter, quantifying the strength
of the solar wind--magnetosphere-- ionosphere interac-
tion and calculated by the indicated models, is demon-
strated in Figure 3. The black, yellow, and red traces show
the cross--polar cap potential calculated by the CMIT 1.0,
stand-alone LFM, and the CISM 1.0 models, respectively.
The blue trace represents the potential inferred from the
Weimer’05 model [Weimer, 2005a, 2005b], which we use as
the baseline model for our analysis.
[24] It is instructive to consider the differences and

similarities between the time series in Figure 3 one by
one. First, the red trace (CISM 1.0 model) demonstrates
clearly that during the simulated interval, the magneto-
spheric dynamics were driven by small-scale variations in
the solar wind plasma and magnetic field parameters, in
particular the IMF Bz component, which are not captured
by the CORHEL model. The large-scale oscillations that
the red trace exhibits are due to diurnal variations of the
magnetic dipole tilt and are completely dominated by the
solar wind and IMF-driven dynamics as the other traces in
Figure 3 demonstrate.
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[25] Inspection of the black, yellow, and blue traces in
Figure 3 (stand-alone LFM, CMIT 1.0, and Weimer’05
models, respectively, all initiated by the Wind spacecraft
solar wind plasma and magnetic field observations) yields
that the LFM and CMIT 1.0 time series are well correlated
with the Weimer’05 results. This is quantified by the high
linear correlation coefficients, 0.93 for LFM/Weimer’05

and 0.90 for CMIT 1.0/Weimer’05, respectively. We note
that one should not expect the models to be perfectly
correlated. Indeed, the Weimer’05 model uses the solar
wind input averaged over 50 min and thus describes a
mean, smoothed ionospheric convection pattern, while the
global MHD model is capable of reproducing processes
occurring on faster time scales. However, considering the

Figure 2. Solar wind parameters in the GSE coordinate system as observed by the Wind
spacecraft (black trace) and simulated by the CORHEL model at L1 (red trace) for the CR 1906
interval.
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high values of the aforementioned correlation coefficients,
we conclude that the influence of this factor was minimal
during the interval simulated.
[26] Among the quantitative disparities between the

LFM and CMIT 1.0 models on one side and the Weimer’05
on the other is the consistent overestimation of the cross--
polar cap potential by the former. For this relatively quiet
interval, the Weimer’05 model is likely to reproduce the
cross--polar cap potential that agrees well with observa-
tions (D. R. Weimer, personal communication, 2007). We
are currently working on obtaining the Defense Meteoro-
logical Satellite Program (DMSP)-inferred values of the
potential (our initial analyses do indicate good agreement
between the DMSP measurements and the Weimer’05
values) and the results of the corresponding comparisons,
and more formal skill-score analysis will be published
elsewhere. We do note here that the overestimation of the
cross--polar cap potential by the LFM model, as well as
other global MHD models, is a well-known effect which
has been shown to be somewhat remedied by inclusion of
microphysical processes resulting in a higher ionospheric
conductance [Merkin et al., 2005] or ionospheric ion out-
flows [Winglee et al., 2002]. Addressing this matter in
general is beyond the scope of this paper and will not be
discussed here any further.
4.1.1. Convergence of the Ionospheric Solution
[27] We now turn to the discussion of the comparison

between the stand-alone LFM and the CMIT 1.0 model
results. As mentioned above, in the CMIT 1.0 simulation,
the neutral wind feedback from the TING model was not
taken into account in the ionospheric boundary calcula-
tion of the LFM model. Therefore the difference between
the stand-alone LFM and the CMIT 1.0 model simulations
is due only to different values of the ionospheric conduc-

tance used. It is in order here to mention a caveat which is
perhaps common to all coupled models of thermosphere-
ionosphere-magnetosphere, such as the CMIT 1.0 model.
The formulation of the inner-boundary condition for a
global MHD model involves finding the ionospheric po-
tential in a thin spherical shell approximation:

r � SrFð Þ ¼ jk sin d; ð1Þ

where S is the height-integrated conductivity tensor, d is
the dip angle, F is the ionospheric electrostatic potential,
and jk is the field-aligned current density [e.g., Lyon et al.,
2004]. The conductance tensor is given by

S ¼ SP= sin
2 d �SH= sin d

SH= sin d SP

� �
: ð2Þ

Convergence properties of the numerical solution of
equation (1) are dependent on values of the ionospheric
conductances, SP (Pedersen) and SH (Hall). When the
empirical model is used to calculate SP and SH in the
stand-alone LFM model, their values can be modified so
as to ensure the convergence of the elliptical solution. This
involves setting a lower limit on both the Pedersen and
Hall conductances, which is usually set to 2 S in the stand-
alone LFM model but can be arbitrary. However, the
TING model is not restricted in this sense and can
produce conductances that lead to an ill-defined solution
matrix. In the interval presented we noticed that the
ionospheric solution of the CMIT 1.0 model became
unstable at times during the first 3 d of the interval, and
we modified SP and SH obtained from the TING model in
the manner that is done in stand-alone LFM simulations
to ensure the stability of the solution. During the second

Figure 3. Time evolution of the cross--polar cap potential calculated by the indicated models for
the 6-d interval during CR 1906.
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half of the interval, the ionospheric calculation was well
behaved, and no modifications to the TING conductances
were introduced.
[28] There can be a number of reasons for bad conver-

gence of the ionospheric elliptic calculation. One of them
is that for certain ratios SH/SP, the equation becomes
parabolic or hyperbolic, which entails modifications to
the boundary conditions and/or numerical algorithm to
obtain the valid solution [Goodman, 1995]. According to
Goodman [1995], the equation is purely elliptic when 1 �
a2f(q) < 0, where a = SP(f, q)/SH(f, q), f(q) = 16cos2q(1 +
3cos2q)/sin4(q), and f and q are the azimuthal and the
polar angles, respectively. The Goodman [1995] inequal-
ity translates into SH/SP <

ffiffiffiffiffiffiffiffiffi
f qð Þ

p
, which is true for

virtually any realistic ratio of the conductances for
locations poleward of the polar cap boundary. Inspect-
ing the ionospheric conductance values obtained from
the TING model (not shown here) demonstrates that
the condition above was satisfied by a large margin and
therefore could not be the cause of the bad conver-
gence of the ionospheric solution.
[29] Furthermore, equation (1) is derived under the

assumption that no perpendicular current is flowing in
the gap region, the region between the inner boundary of
the global MHD simulation (usually placed at 2--3 RE in
the LFM simulation code) and the ionosphere. The neglect
of the perpendicular polarization current in the gap region
is well justified in the limit vc 
 vA, where vc is the
characteristic velocity and vA is the Alfvén speed [Lotko,
2004]. In the electrostatic ionosphere approximation,
which is likely to hold in the low ionospheric conduc-
tance limit discussed here, the characteristic speed can
be shown to be approximately inversely proportional
to the Pedersen conductance:

vc �
c2

4pSP
; ð3Þ

and therefore the neglect of the polarization current is
justified when SP � SA, where SA = c2/4pvA is the
Alfvénic impedance. The estimate based on va � 2.5 �
106 m/s at 500 km altitude [Lotko, 2004] yields SA� 0.3 S,
which is in agreement with the estimate SA < 1 S given
by Mallinckrodt and Carlson [1978]. In the simulation
discussed here, the conductances obtained from the
TING model simulation did go below 1 S owing to the
low ionospheric plasma density, so the low Pedersen
conductance could have become comparable to the
Alfvénic impedance. It is not clear, however, how the
breaking down of the approximation in which equation
(1) was derived (no polarization currents in the gap
region) can result in the nonconvergence of the iono-
spheric solution since mathematically, the problem
remains well defined and will just result in character-
istic velocities vc that are probably unrealistically high.
[30] Another and perhaps the most likely reason for the

nonconvergence of the ionospheric equation solution is

the combination of low conductances produced by the
TING model and the noisy field-aligned currents pro-
duced by the LFM model at low latitudes. This noise is
partly a result of the LFM ionospheric grid [see Wiltberger
et al., 2004, Figure 1], which is the projection of the
distorted spherical grid utilized in the LFM simulation
code for the magnetospheric solution. Future numerical
tests will show whether this factor was really key in
determining the convergence properties of the iono-
spheric solution and if so, what measures should be taken
to resolve this issue.
4.1.2. LFM Versus CMIT 1.0
[31] As mentioned above, to make the ionospheric so-

lution well behaved during the first 3 d of the discussed
interval, we have applied the lower limit of 2 S to the
conductances produced by the TING model (the same
threshold was applied to the conductances in the stand-
alone LFM simulation runs by default), which resulted in a
converged solution. The fact that the lower limit on the
ionospheric conductance was set during the first half of
the simulated interval had the result that the peak values
of the cross--polar cap potential were much closer be-
tween the LFM and CMIT 1.0 models than when this
threshold was not set (last 3 d of the simulation). This is
demonstrated in Figure 4, where the LFM (yellow dots)
and CMIT 1.0 (black squares) cross--polar cap potentials
are shown, from which the Weimer’05 values are sub-
tracted. Clearly, the data points above the horizontal blue
line correspond to the times when the LFM (CMIT 1.0)
model values are higher than the Weimer’05 values, while
the data points below that line correspond to the times
when these models are below Weimer’05 values. The
latter instances are less abundant but are present in the
simulation data as well. The fact that there are more data
points where the positive (CMIT 1.0 minus Weimer’05)
difference is larger than the positive (LFM minus
Weimer’05) difference during the second half of the inter-
val than during its first half suggests that during the first
3 d both LFM and CMIT 1.0 models operated close to the
conductance threshold and therefore produced similar
cross--polar cap potentials. During the second 3 d the
CMIT 1.0 conductance was in general smaller than the
LFM conductance, as it was not bound from below, which
resulted in the overall larger cross--polar cap potentials.
[32] The relatively rare instances when the LFM and

CMIT 1.0 potentials are smaller than the Weimer’05 values
(data points below the blue horizontal line in Figure 4)
occur mostly during the times of weak driving, which is
seen in Figure 4 as these points tend to occupy the area to
the left on the horizontal axis, where the Weimer’05
potential values are the lowest. The underestimation of
the cross--polar cap potential by the LFM model during
weak solar wind forcing, especially during northward IMF
periods, was shown to be remedied by increasing the
simulation resolution [Merkin et al., 2007], which improves
both the representation of the high-latitude magnetopause
reconnection region of NBZ current system generation
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and the viscous interaction at the flanks of the magneto-
pause. The effects of the ionospheric conductance model
are minor in this regime for both parts of the simulation,
with and without the lower limit on the conductance
values (both plots in Figure 4). During the second half of
the interval (the right plot in Figure 4) there are a few
times when the CMIT 1.0 cross--polar cap potential was
higher than the LFM values (and closer to the baseline
model values), suggesting the smaller conductance values
unbound from below.

4.2. CR 1958 Simulation
[33] For the global magnetospheric simulation during

CR 1958 we choose a 7-d (87� in terms of Carrington
longitudes) interval surrounding the HCS crossing that
occurred at Carrington longitude 250�. Figure 5 shows the
CORHEL model output along with the ACE spacecraft
data in GSE coordinates as these data are input into the
LFM model. In this example simulation we use the con-
ventional LFM model instead of the CMIT 1.0 model for
the magnetospheric segment of the simulation. Since we
are looking to separate effects of the solar wind and IMF
driving from effects of the ionospheric conductance, run-
ning the CMIT 1.0 model instead of the LFM is not
required.
[34] As discussed above, during this interval, the HCS

exhibited a clear three-dimensional structure, and the
particular HCS crossing at 250� Carrington longitude
was captured well by the CORHEL model. Examining
Figure 5 confirms that the large-scale structure of the solar
wind flow and solar magnetic field is reproduced much
better (cf. Figure 3 for the CR 1906 comparisons). The IMF
structure in terms of Bx and By is reproduced quite well,
considering that the CORHEL data are 1-h averages, while

the ACE data are given on a 1-min cadence. The HCS
crossing seen in the ACE data approximately at the
beginning of the day on 9 January (coincides with the
vertical line 1) is predicted by the CORHEL model but
about 0.5 d later (seen as small jumps in Bx and By

components of the magnetic field). This half-day shift
corresponds to an error in the position of HCS on the
scale of just one CORHEL grid cell, but it is, of course,
crucial for driving the global MHD model. Because of this
shift, the cross--polar cap potential response to Bz and
especially By turning seen between the vertical lines 1 and
2 in Figure 5j (black trace) is missed completely by the
LFM model driven by the CORHEL input (red trace).
However, later in the day of 9 January and a part of
10 January (between the vertical lines 2 and 3), CORHEL
captures very well the trend of By, which appears to be the
main driver of activity during this period. This is con-
firmed by inspection of the northern hemisphere convec-
tion patterns simulated by the LFM model driven by both
the ACE spacecraft observations and the CORHEL model
output. Figure 6 demonstrates snapshots of these patterns
taken at the peak of the By-driven interval at 0000 UT on
10 January. The two convection patterns are remarkably
similar and look very much like the classical negative By-
driven convection pattern in the winter hemisphere [e.g.,
Rich and Hairston, 1994; Haaland et al., 2007]. Turning back
to Figure 5 we note that following the very well captured
period between vertical lines 2 and 3, Bz turned southward
for the rest of the day on 11 January. This southward
excursion of IMF Bz was not predicted by the CORHEL
model and therefore did not lead to the appropriate
response of the cross--polar cap potential simulated by
the LFM model (the interval between the vertical lines 3
and 4).

Figure 4. Difference between the LFM (yellow dots) and CMIT 1.0 (black squares) values of the
cross--polar cap potential and the Weimer’05 predictions. Shown are simulation data during (left)
the first 3 d of the simulated interval (when the lower limit of 2 S on the ionospheric conductances
was set) and (right) the last 3 d of the simulated interval (no lower limit on the conductance).
Clearly, the data points above the horizontal blue line show the corresponding model’s results that
are higher than the Weimer’05 value, and the points below the line show results that are smaller
than the Weimer’05 value.
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Figure 5. (a--i) Solar wind parameters are observed by the ACE spacecraft (black traces) and
simulated by the CORHEL model (red traces) in GSE coordinates. (j) Cross--polar cap potential
evolution simulated by the LFM model with the ACE input (black traces) and the CORHEL input
(red traces). The two regions between the vertical lines 1--2 and 3--4, respectively, show intervals
when the cross--polar cap potential evolution is not well captured by the LFMmodel driven by the
CORHEL input (see text for details).
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[35] It is worth noting again that Figure 5j (the interval
between vertical lines 2 and 3) and Figure 6 demonstrate
very good agreement in prediction of the cross--polar cap
potential between the stand-alone LFM model and the
end-to-end simulation for a period as long as 1 d. This
result emphasizes that even at this initial stage of devel-
oping end-to-end coupled models, in the presence of such
restrictive factors as the stationarity of the heliospheric
model or the lack of significant IMF Bz variations, it is
already possible to obtain a sensible prediction of magne-
tospheric dynamics on a gross scale for a relatively long
period of time.

5. Conclusion and Summary
[36] Development of coupled models of the Sun-Earth

system is essential for prediction of space weather con-
ditions in the near-Earth environment. There are many
challenges that the modeling community faces, both fun-
damental and technical ones that prevent us presently
from making reliable predictions of arbitrary conditions.
Nevertheless, the simulations presented in this paper
demonstrate that some promising results can already be
achieved, provided that favorable conditions exist in the
heliosphere.
[37] To emphasize this point, we presented results of

two end-to-end numerical studies using the CISM 1.0,
CMIT 1.0, and stand-alone LFM models, simulating inter-
actions of space plasmas from the corona of the Sun to the
Earth’s ionosphere. In these studies we utilized observa-
tions of the solar wind and the IMF at the L1 point as well
as the output from the coupled model of the solar corona
and the solar wind, CORHEL, to drive the global coupled
model of the magnetosphere-ionosphere, CMIT 1.0, and
the stand-alone LFM model.

[38] We selected two 6- to 7-d intervals belonging to two
different Carrington rotations, during which the HCS
exhibited different geometry, posing different conditions
for modeling by the heliospheric model, CORHEL. In the
first simulation, during CR 1906, the flatness of the HCS
had the result that the L1 point skimmed the current
sheet, making it especially difficult for the model to
predict an HCS crossing. In the absence of CMEs or CIRs
in the simulation, a distinct time-dependent structure of
the solar wind can only be observed by an L1 monitor if it
crosses the HCS. In this first simulation, such a crossing
did not occur, which led to an essentially trivial response
of the magnetosphere-ionosphere system simulated by
the CMIT 1.0 model. Because of this trivial response of
the fully coupled end-to-end model, we concentrated on
contrasting the results of CMIT 1.0 and LFM simulations,
driven by the Wind spacecraft data, to each other as well
as to the Weimer’05 model results, which allowed us to
discuss effects of different ionospheric conductivity mod-
els on global MHD simulations of the magnetosphere
during this relatively quiet period.
[39] The second selected interval (CR 1958) presented

very different HCS conditions for CORHEL modeling. In
this case, the distinct three-dimensional structure of the
HCS allowed CORHEL to capture an HCS crossing quite
well, which led to a significantly varying time series of
simulated solar wind and IMF conditions at the L1 point
for input into the LFM model. In this part of the study we
concentrated on the magnetospheric response to features
in the solar wind that were captured or not captured by
the CORHEL model, and we were not interested in the
effects of the ionospheric conductance. Therefore, for the
magnetospheric part of the simulation, only the stand-
alone LFM model was run, instead of the coupled CMIT
1.0 model. We found that periods of activity that were

Figure 6. Northern hemisphere potential simulated by (left) the LFM model driven by the ACE
spacecraft data and (right) the CORHEL model output at the peak of the negative By-driven
interval.
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driven by the By component of the IMF, captured by the
CORHEL model, were reproduced quite accurately by the
LFM model. As soon as the Bz IMF component turned
southward for an extended period of time (not captured by
the CORHEL model), the LFM model failed to respond,
since the key component of the driver was absent. How-
ever, the agreement of the cross--polar cap potential,
which we used as a global indicator of magnetospheric
activity, and the corresponding ionospheric convection
pattern during the well-reproduced periods was quite
remarkable. This result demonstrates that even at these
initial stages of developing fully coupled end-to-end mod-
els of the Sun-to-Earth space environment, when helio-
spheric models lack small-scale features crucial for driving
the magnetosphere, i.e., IMF Bz variations, and large time-
varying structures, i.e., CMEs, they can already produce
reliable predictions of gross features of the magnetospher-
ic dynamics in situations when the primary driver is well
captured by the heliospheric model, i.e., By evolution at an
HCS crossing.
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