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Abstract

Representation of cumulus convection in circulation r®de an ongoing problem. The
traditional method is a parameterization, but this fisldtill far from providing an accurate
scheme with sensible assumptions. Cloud resolving mod&#¢ offer a more realistic
simulation of convective systems, but current computinzplogities prevent their use on a
global scale. There are various systems that hase beggested to allow the use of cloud
resolving models in a system covering the whole glok#out requiring the computing
power needed to run a global CRM. One such approach, kasMdARE, was proposed by
Kuanget al. (2005), in which the hydrostaticness of the system was rddikascaling the
system to make it more non-hydrostatic increasescile sf convective cells, allowing them
to be resolved at resolutions more realistically compmrtally feasible.

Simulations using a CRM with a resolution of 2km were sth@nd compared to evaluate the
effects of the rescaling in both two and three dimensidhe effects noted were similar in
both dimensions, generally reducing the vertical véksi increasing horizontal scales and
moistening the atmosphere. The effects of the rescalmghe differences caused by
dimensionality were also studied. The rescaling in ggmeduces the differences between
2D and 3D simulations, making 2D simulations in the rdescgystem an attractive and

sensible prospect.
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DOE Department of Energy
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GEWEX Global Energy and Water Cycle Experiment
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LNB Level of Neutral Buoyancy

NWP Numerical Weather Prediction

PBL Planetary Boundary Layer

QBO Quasi-Biennial Oscillation

RAVE Reduced Acceleration in the Vertical

RCE Radiative-Convective Equilibrium

SCM Single Column Model

SGP Southern Great Plains

TOGA Tropical Ocean — Global Atmosphere

VME Vertical Momentum Equation

WISHE Wind-Induced Surface Heat Exchange



1. Introduction

1.1 Importance of Convective Clouds on the Climate System
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planetary  circulations  areé  frjgyre 1.1: Interaction between various processes in the
responsible for much of the climate system. Adapted from Arawaka (2004)

meridional energy transport, convective motions amspaesible for most of the vertical
energy transport (Paulugs al., 2006).

It is therefore very important that convective systeame accurately represented in climate
models. Unfortunately, the current representations afdsl@ccount for a large fraction of the
errors in predicting climate variability (Randetlal., 2003b).

1.2 Aimsof the Project

Representing convection explicitly in climate modelsti$ computationally prohibitive, but

in 2005, Kuanget al. suggested a method to reduce the computational power needed whi
allowing for convective systems to be resolved. A nundfexxperiments have been carried
out to evaluate this approach, all of which have beeropeed in three dimensions. This
project aims to investigate the validity of this new apphoahen run in two dimensions, as
this is still more computationally cheap. The differencassed by dimensionality of the



model when run conventionally and under the scheme of ieta@l. will be compared, to
evaluate whether the changes made by the new approachvémpr@xacerbate the known

problems in two dimensions.

The next two chapters will discuss the interactiontsvéen convective systems and the large
scale environment, and current progress in their repreésergan numerical models. Chapter
4 will introduce the new approach and discuss previous expasmarried out with it. This
will be followed by a description of the model to be usethe project. Chapter 6 will then
contain a discussion of the experiments and comparisarrged out, and then finally a
summary of the important conclusions and suggestiongufthher work will be given in

chapter 7.



2. The Interaction of Tropical Convection and Large Scale

Dynamics

2.1 Introduction

The interaction between tropical convection and lacgdescirculations is a complex one, and
one which is not yet fully understood. A variety oédhies exist, but the composition and
testing of these theories is complicated by thealiffies of collating sufficient observational

data to which they can be applied. Scientists are clyrstruggling to identify processes

from very incomplete observations (Randalal., 2003b).

There are numerous texts devoted to this topic (eg ChHEptafr Emanuel, 1994), and as such

this dissertation does not seek to explain these ggeorifull.

The interactions are two-way and have many feedbaakselkr, for the sake simplicity, a
separation into two sections will be made here. 8e@i2 will discuss the influence of the
large scale on convective systems, while 2.3 will lookhat effect of convection on large
scale properties.

2.2 Influence of Large Scale Dynamics on Convection

An air mass is said to be conditionally unstable if iaparcel within it may become unstable
through pseudo-adiabatic motions. The amount of energyablaifor convection if an air
parcel becomes unstable is known as the Convectiveladl@iPotential Energy. If it
becomes unstable it will use this energy to rise througitipe® buoyancy until it reaches its
Level of Neutral Buoyancy (LNB) (Emanuel, 1994). Thistatmlity favours the smallest
possible scale of cumulus convection (Charney and d€ligs1964), and hence does not
explain why cumulus clouds are the size they are.

Charney and Eliassen first proposed the idea of Conditimstability of the Second Kind
(CISK) in 1964, at which time the development and growthrapical cyclones had long
been a puzzle. CISK differs from traditional conditibimestability in that it leads to large
scale amplification of convective systems rathen titasmall-scale convection.



The hypothesis is that if an air parcel can be lifeedd Lifting Condensation Level (LCL),
thus releasing its CAPE, the cooperative interactidawéen the convection and the large-
scale disturbance will lead to a positive feedbachpldying both processes — the cumulus
cell providing the energy for the large scale disturbasweé the large scale disturbance
producing a convergence of low-level moisture to feed thevective cell (Charney and
Eliassen, 1964; Emanuel, 1994, Lindzen, 2003; Arakawa, 2004). #irtiparcel is lifted to
its LCL by a wave field, as is discussed by Lindzen (2003), tiiens referred to as Wave-
CISK.

There have been many criticisms of the CISK theogthBEEmanuel (1994) and Arakawa
(2004) highlight that the cooperation between the smalllarge-scale systems does not
produce more instability, and does not give enough energytiain even a weak depression.
Emanuel (1994) points out that this is because it mal®smuions based on water supply
rather than energy supply. The concept does however proauceasonably realistic
simulation of tropical cyclone development (Arakawa, 2004)

Emanuel (1986) formulated a new theory based upon feedbaaksing the surface wind.
In this feedback theory, called Wind-Induced Surface Heah&hge (WISHE), self-induced
heat transfer from the surface is responsible for dewe¢nt of tropical cyclones (Arakawa,
2004). Surface wind speed and the mean temperature of tpespiere are steadily
correlated, through a complex relationship involving a numifefactors. Temperature
perturbations may therefore cause pressure perturbatianshénce increase the surface

winds.

There are many other factors which affect the orgaozatf tropical convection, for
example vertical wind shear can cause the convectiongnize into squall line systems and
convective clusters (LeMoret al., 1998; Tompkins, 2001a).

Feedbacks with the water vapour field can also affecbtrganization of convective systems.
Convection moistens the local atmosphere, which makewre likely that convection will
occur there again. Tompkins (200l1a) conducted experimentsewhater vapour
perturbations were applied in the free troposphere, reoinfy that the position of water
vapour does control the position of convective activityis feedback is eliminated in strong

wind shear as the water vapour becomes more mixed.
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While carrying out these experiments, Tompkins noticetlpghak CAPE values were found
on the boundaries of the cold pools formed by the downdoéftsevious convective cells.
Upon further investigation, Tompkins (2001b) discoveredtti@spreading cold pool formed
as downdrafts inject cold, dry air into the Planetaryiigtary Layer (PBL) is moister at its
boundaries and drier in the centre. These pools can tniggye daughter cells. This effect is
strongly related to the water vapour field.

2.3 Effects of Convection on Large Scale Properties

Moist convection has many effects on the large-
scale environment. Although the density inside
cumulus cloud is different to that of th
surrounding air, larger modifications to tr

density of the environment occur because 1

clouds force vertical motions in the environme
than through the detrainment of air with Figure 2.1: Cumulus convection

. . . _ prefers to occur in strong but narrow
different density. Air between clouds subsid updrafts separated by wide subsiding
as compensation for the convective motior  €9I0nS.

(From Randalkt al, 2003b)

modifying the environmental virtuai
temperature (Emanuel, 1994). This effect is supported by heryt first postulated by
Bjerknes (1938), in which moist convection prefers to oigg itself in narrow updrafts

separated by wide descending regions, as illustrated in RAglre

Convection has a dual effect on the water vapour fétthvective scale downdrafts bring
cooler, drier air from the lower and middle troposphiereéhe surface, and thus the areas
between clouds become drier (Emanuel, 1994; Saxen and Rutd&8§), This cooling and
drying of the PBL greatly enhances surface fluxes. SaxdrRamledge (1998) used TOGA
COARE (Tropical Ocean - Global Atmosphere Coupled Oddamsphere Response
Experiment) data to show that the responses of thesesfin the PBL are highly sensitive to
the mode of convective organisation, as are the vetraasports of momentum, heat and
water vapour (Tompkins, 2001a). Global Atmospheric Rese@drogram (GARP) Atlantic
Tropical Experiment (GATE) data has been used to showvthea surface heat flux is



especially increased in the region of the cold pool (Gagmol Ropelewski, 1979; Johnson
and Nicholls, 1983).

As these effects change the large scale environmeytatter their own forcing, thus causing
complex feedbacks. There are many more effects in bdao#ctions, but this chapter

summarises some of the principal ones.



3. Modédlling The I nteraction

3.1 Introduction

Given our limited understanding of the mechanisms of itberactions discussed in the
previous chapter, it is unsurprising that modelling the sitnasia problem. Modelling cloud
processes has a huge number of inherent uncertaintiesp$erh&h are illustrated in Figure
3.1. The vast scale differences between the varion®smheric systems that require
modelling also causes a problem when trying to createresthgdimate model or even a
numerical weather prediction (NWP) model in order foegleonvection to be taken into

account.
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Figure 3.1: Cloud and associated processes for whiobr magertainties in formulation exist.
Adapted from Arakawa (2004).

General Circulation Models (GCMs), the primary atmosigheodels used to simulate the
climate, are generally limited by computational resoutces resolution of the order of
100km, a scale much larger than the ~1km resolution thaldwoe required to resolve
convective systems explicitly (Grabowski, 2001; Rane@adl., 2003b; Pauluigt al., 2006;
Shutts and Palmer, 2007).

Instead, these models rely on parameterizations, timufation of which is an ongoing

problem.



3.2 The Parameterization Problem

A cloud parameterization is an idealized statisticaldeterministic scheme designed to
represent the effects of the irresolvable clouds and tékted small-scale systems on the
large scale atmospheric state using a set of semieaipaissumptions (Tiedtke, 1989;
Grabowski, 2001; Randadt al., 2003b; Kuanget al., 2005; Tomitaet al., 2005; Pauluis and
Garner, 2006; Paulug al., 2006; Shutts and Palmer, 2007).

Research into cloud parameterizations began decades ape @P60s, and work on the
subject has remained intensive up to this day and will conimoethe future. However,
despite this great accumulation of experience and magmjifisant developments, the
progress made remains insufficient for its purpose (Ramtall., 2003b; Arakawa, 2004,
Kuang et al.,, 2005). As stated in Randadt al. (2003b), there is a reason that the
parameterization problem has yet to be solved: it &y,vvery hard”; an appropriate set of
assumptions must be specified that reduce the real syatera huge number of dimensions
to a small number of equations (Arakawa, 2004).

Arakawa (2004) specifies a shortlist of important requirgsiéhat must be met to ensure the
validity of the principal closure, which links the overnatbperties and existence of cumulus
clouds to the large scale processes.

» The extent of the parameterizability of cumulus conweectis unknown. The
hypotheses used to specify this should be logical andckatked.

* Balances in large-scale budgets should not be used assarecl The prognostic
equations of a circulation model depend on the imbalamceékese equations, and
therefore they cannot be assumed to balance for orteopahe model and be
imbalanced for another. Only variables which are not prediby the model may be
assumed to be at equilibrium.

* Cumulus convection is dependent on the buoyancy foergehthe parameterization
should be based on buoyancy.

When research into parameterization initially begamyas naively thought of as a much
simpler problem than it is now known to be, due to tleeenimited understanding at the time
of the complex nature of our atmosphere (Frank, 1983).predecessors of many of the

parameterizations used in current climate models wanmstreacted during these early years
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(Arakawa, 2004). Among these were the parameterizatiopoped by Manabet al. (1965),
Kuo (1974) and Arakawa and Schubert (1974). Each was establisine a very different set
of reasoning, yet the current schemes based upon them pradnaegkably similar results
when applied to the same simulation (Arakawa, 2004).

The Manabeet al. scheme is among the earliest schemes formulatedjsaade of the
simplest. In this scheme, if the air is supersaturateddcanditionally unstabld(> I'rm,, where

I' is the temperature lapse rate didis the moist adiabatic lapse rate), moist convaciso
assumed to occur. The profiles are then adjusted suthhthair is saturated and neutrally
stable. While this scheme has many problems, not leaswhith that it requires
supersaturation on a grid-scale level for sub-grid scalwemion to occur, it is a basis for
other, more complex, adjustment schemes developedAatkawa, 2004).

The Kuo scheme is a more complicated scheme based adeth@f CISK, considering a
convergence in the moisture budget, an approach whichecamsteading (Arakawa, 2004).
This scheme has been subjected to tough criticism by Eingifi#d) and Emanuedt al.
(1994), among others, on the basis that it assumes eat@greements for which there is
little justification (Emanuel, 1994). Many later schem&sch as that proposed by Tiedtke
(1989) have been formulated with this scheme as a lzasgisare intended to address such

issues.

The Arakawa-Schubert scheme introduces a quantity, éA¢ltbud-work function. A precise
definition of this quantity is given in Arakawa and Schul§@974), but it can be considered
to be a measure of the moist-convective instabilityis lassumed that if this is positive,
convective activity will occur. A = 0 represents a quagitirium state, to which the model
is adjusted if convection occurs. The specificationthed quasi-equilibrium state is an issue
with this scheme (Emanuel, 1994; Arakawa, 2004). Many schemessimce been built upon
the foundations of this scheme. The assumption is #wlt convective systems respond
extremely quickly to changes in the large scale forcafitnough the response time is usually
regarded as rapid, Cohen and Craig (2004) showed that it céenassumed to be
instantaneous. Betts (1986) and Emanuel (1991) incorporated ectisawesponse time into
this scheme, introducing a relaxation timescale foratljgstment of the system to the quasi-

equilibrium.



All of these schemes have significant problems witkirtformulation, yet most do a
reasonable job of representing the effects of conveationodels. Arakawa (2004) states that

we cannot keep relying on this kind of ‘luck’ when developingreitschemes.

Another option is to avoid parameterizations compyetesd discussed presently.

3.3 Cloud Resolving M odels

In order to model convective clouds realistically, a msictaller grid size must be used than
that of a GCM. A Cloud Resolving Model (CRM, also knowraaSloud System Resolving
model or CSRM) represents moist cumulus convectionlicgtkp rather than using a
parameterization, although cloud microphysics and otheropriccesses are still represented
through parameterizations. CRMs usually have grid sizekof or smaller, in line with
‘conventional’ wisdom that states this as the maximwsolution required to resolve
convection (Pauluis and Garner, 2006; Paudtiial., 2006). Some sensitivity studies advise
that even grid sizes of this scale are too coarse, suggehtt resolutions of the order of
100m are required to properly simulate important cloud psese@ryaret al., 2003; Petch,
2006).

CRMs have been used since the 1980s to evaluate the pemfoerof cloud parameterizations
after the first CRM was developed by Yamazski in 1975 aHet al. 2003b). A CRM can

be used to create a simulated data set against whiametarizations can be tested, as they
can compute and output many quantities that are difficutblieerve and record. Careful
analysis of these results can be used to develop and ienlve\parameterizations, although
this is not a simple process (Randalél. 2003b; Moenget al., 2004). The GEWEX (Global
Energy and Water Cycle Experiment) Cloud Systems St@ySS) was set up by K.
Browning and colleagues in the early 1990s to bring the pmeamation and CRM
modelling communities together in order that they couldens@sily cooperate on this type of
venture and further research in both fields (Rargall., 2003a).

When modelling deep convective clouds and their associaggdosm clouds, even without
tuning, CRMs uniformly give better results than Singtdu@n Models (SCMs), which are
basically the column physics of GCMs, but consideredsatation (Randallet al, 2003a;

Randallet al, 2003b). Both models can be considered as representing @ giitgtolumn in
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a GCM, with large scale processes imposed as boundanjtiat conditions upon them.
(Randallet al., 2003a; Arakawa, 2004). These artificial boundary conditibnsild, as much
as possible, give the appearance that the CRM is running ireéth atmosphere (Emanuel,
1994). This idea is taken further in the superparameterizapiproach discussed in the next
section. The superiority of CRMs is only to be expecteasidering the vast differences in

formulation and the significantly greater computing timguired to run them.

The GCSS tested several models of both kinds to actdaligonstrate this fact. They
compared the outputs of these models with data frord$B®epartment of Energy (DOE)
Atmospheric Radiation Measurement (ARM) Southern Gidainhs (SGP) site in Oklahoma.
Figure 3.2 shows a selection of this data. The sametsemel found when using data from
other observational studies such as TOGA COARE (Raadalll 2003a).

It can be seen that the CRM data is mostly in fairlydgagreement with the observed data for
all three quantities, with the SCM outputs almost avagoducing worse results (Randetll
al. 2003a).

Considering the remarkably good results from CRMs, thd giemtion would be to perform
a global simulation using a CRM (Randetlbl., 2003b). The computing power required to do
this, however, is immense, and almost all CRM simoitetiare run in a limited domain
(Emanuel, 1994; Peters and Bretherton, 2006)

Tomitaet al. (2005) have performed some preliminary studies of a gBDaCRM with an
aqua-planet. Simulations were executed at resolutiodgl,of and 3.5km, with durations of
30, 30 and 10 days respectively. The 3.5 and 7km simulationgtiouter produced some
realistic features including a diurnal precipitation eyeind hierarchical cloud structures,
which were also captured in the 14km run. The higherlugso runs are likely the more

realistic.
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shown relative to three shorter observation periodsar{d)(b) are functions of pressure,
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Taken from Randabt al. (2003a)
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Computing limitations still prohibit the use of a globaRia for a simulation on climatic
timescales (Tompkins and Craig, 1998; Randgdll., 2003b; Kuanget al., 2005; Tomitaet

al, 2005; Pauluist al., 2006). Powerful enough machines may exist within the next few
decades to allow for this (Paulugt al., 2006), but currently models must rely on
parameterizations or other methods to work around the clesalving issue (Peters and
Bretherton, 2006).

3.3.1 The Impact of Dimensionality on Cloud Resolving M odels

Modelling in two dimensions is an attractive prospect contjpuially, as it naturally uses far
fewer resources to simulate the same time period, amidél renently two-dimensional
simulations were the only way to carry out experimemts large computational domains
(Grabowski and Moncrieff, 2001). However, 2D modelling diss its drawbacks, as a two
dimensional model simply cannot capture all of the mlemities of a three dimensional
system. Even cloud systems that are commonly describ&soadimensional, such as the
squall line, contain some three-dimensional dynamimss necessitating the use of a 3D
model to accurately represent cloud interactions (Tomp&nts Craig, 1998). Using two-
dimensions is therefore a compromise between compuahtExpense and accuracy in
representing the atmosphere (Moehgl, 2004).

Various studies have been carried out to investigateftbet® of modelling in 2D. Some of
these differences are discussed below.

Winds

An issue that affects all of the studies is the teogdor two dimensional models to create a
significant mean horizontal wind (Held al, 1993; Tompkins, 2000). Figure 3.3 shows the
vertical profile of these winds in the simulations runTmympkins (2000). The winds in the

corresponding three dimensional simulation remainezkva@d insignificant.

These winds have been compared to the Quasi-Biennialddiscil(QBO) in the stratosphere
(Held et al., 1993). This ‘QBO-like oscillation’ generates a switohdirection of convective
propagation linked with a change in wind direction at lolseels, and is estimated to have a
period of around 6 x £8 or 70 days.

-13-



These wind shears have considerable effects on stdtistag@erties of the system such as
temperature and cloud cover (Tompkins, 2000). To avoid the lmatipns of this, most 2D
studies prescribe a wind profile to which the model pradleelaxed (Heldet al., 1993;
Tompkins, 2000; Grabowski and Moncrieff, 2001).

20 —— — S
—— Day9-10 | | |'
—-—-- Day 19-20 i !
------ Day29-30 | |
~—-- Day 39-40 | /

15 | ) | /

Height (km)
o

— e [ -

B
&

Horizontal Wind (m s™')

Figure 3.3: One-day average mean horizontal mean
winds at 10 day intervals through a 2D simulation by
Tompkins (2000), in which the winds were
unconstrained.

Updrafts

Tao et al. (1987) discovered that the cloud updrafts and downdrafts werayevage, more
intense in their three-dimensional simulations timtwo dimensions. They found, however,
that the differences between the statistical proertie clouds in identical large-scale

environments were limited by the organisation of the clontdsa line structure in the three-
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dimensional simulations. Tompkins (2000) and Tompkins andgQd®998) attribute this
organisation to the large wind shear imposed on their empsts and the 2D nature of the
forcing.

Energy

Simulations carried out by Lipps and

Hemler (1986) revealed differences in
E the volume-averaged kinetic energy (K)
between their 2 and 3 dimensional runs.

This can be seen in Figure 3.4, which

K [bm Y

shows the time variation of K for their
experiments — A is run in 3D with a
domain size of 24km by 16km, B and C
are 2D with domain sizes of 32km and

Kl o

- 64km respectively. This property was

TEME  [min]

also a concern in the simulations of
Figure 3.4: Time variation of volume-mean

kinetic energy for runs A-C in the experiments Moenget al. (2004).

of Lipps and Helmer (1986).

Thermodynamics

Running a pair of 900-point simulations, now with horizontedan winds constrained to
vanish, Tompkins (2000) discovered that although the frequemcgonvection (taking
vertical velocities over a certain threshold to aadé convective activity) was similar, the 2D
run was rather drier and had a mean temperature at eaquililseveral degrees warmer than
its 3D counterpart, as shown in Figure 3.5.

These differences were somewhat unexpected, as the wemls in each run were
constrained identically to be zero, and the latent sewsible heat fluxes constrained to
balance the identical imposed forcing. However, théeiihces can be explained by the
larger horizontal wind perturbations in the 2D case. Tiergy balance between surface
fluxes and imposed radiative cooling has the resultahahcrease in surface winds means a
smaller difference between the temperature and moistutiee boundary layer air and the
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surface (in this case a sea surface). This implies erarmoister air in the boundary layer,
which is what is seen in the 2D case. The increased supfxtarbation winds in two
dimensions occur as a direct result of the geometridatsns.

A convectively generated downdraft produces surface winds behigdst front which
spreads outwards from the point of the convective actisgyeading out the downdraft air. In

three dimensions the velocity of these winds decreasésspreads, due to the increasing
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Figure 3.5: Time series of maximum vertical velocity (tdpjal column integrated
water vapour (middle) and mean temperature (bottom) faar#D3D runs conducted
by Tompkins (2000).

-16 -



radius of the gust front, whereas in two dimensionsrdaius’ of the spreading gust front
remains the same with increasing distance from the spaxtillustrated by the schematic
diagram in Figure 3.6.

While the boundary layer is moister in two dimensions,dterall atmosphere is drier, which
does not appear to agree with the warmer temperaturesevdowin two dimensions,
Tompkins noted that the convection appears to organisebamtds, with no convection
occurring in some areas. The reason for these drg &emclear, but they appear to inhibit
any further convection from occurring in those aread, thnse areas which are convective
become moister. These highly saturated areas are ikeletb rain out, reducing the overall
water vapour content of the atmosphere (Tompkins, 2000).

Imposing a non-zero mean wind profile reduces the diitere in the surface fluxes, therefore

also decreasing the differences in the temperature argure profiles (Tompkins, 2000).

The differences between 2D and 3D simulations are nedirced when a smaller 2D domain
is used. This is partly as a result of lower horizbpé&aturbation velocities, as the winds can
travel across the domain relatively quickly, and, dueh® periodic boundary conditions,
meet and cancel each other out to some degree (Tom{@ifAe). The use of a smaller
domain also inhibits the organisation of the convectiggvity into clusters or other

structures.

3D 2D
Gust Front ‘
Gust Front

Figure 3.6: Schematic of expected differences in surfaceswiativeen two and
three dimensions. The arrows indicate surface winds anddiafts, with thicker
arrows representing stronger winds.

Adapted from Tompkins (2000).
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Two-dimensional simulations have also been utilised enféflowing unique approach to the

parameterization problem.

3.4 Superparameterization

Superparameterization, or Cloud Resolving Cumulus Paranatenz (CRCP), is an
alternative approach to the problem of modelling cumaturssection that was suggested by
Grabowski (Grabowski and Smolarkiewicz, 1999; Grabow&b@1) as a possible way out of
the parameterization ‘deadlock’. In this approach, sévarall-domain CRMs are used to
replace the traditional parameterizations of a GCMh wisingle two dimensional CRM being
embedded into each grid box of the GCM, as illustratdéiganre 3.7 (a), and thus reducing
uncertainties in the ouput. (Tomigh al. 2005). The CRM has periodic horizontal boundary
conditions to maintain energy conservation (Grabows#i &molarkiewicz, 1999) and does
not fill the GCM grid box, representing instead only a gi@narea of the box, which is
assumed to be statistically representative of thelevgrid box (Randakt al., 2003b). At the
point of interaction between the GCM and the CRM, &M passes information about large
scale systems into the CRM, the CRM simulates khedcsystem based on this information,

and, after using statistics to fill the grid box, paskeg¢levant information back to the GCM.

Grabowski and Smolarkiewicz (1999) ran a comparison efrti@thod with a full 3D CRM in

a small domain of 400kmx400km. The ‘GCM’ ran with a horizbgtid length of 40km, and
the CRM with 2km. They discovered that the patterngre€ipitation that developed in each
of the experiments were similar, as can be seen ind@&: There are some issues related to
this approach, however. The first of which is thatjnaa traditional parameterization, cloud
systems that develop in one grid box cannot propagate intetttegrid box, as the CRMs in
each of these boxes are not connected. A cloud sysi@ymappear to propagate, but this is
only due to the fact that the large scale informatiorsggddrom the GCM can propagate
across grid boxes (Grabowski, 2001; Randtkl, 2003; Arakawa, 2004). Another issue is
caused by the CRM being two-dimensional, as there are masgybfeo orientations of the
model within the three-dimensional GCM grid box. Differeorientations, as one would
expect, result in different outputs (Randalhl, 2003b). The 2D CRM also, naturally, suffers

from the issues inherent with 2D modelling, as discuss#tkiprevious section.
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Figure 3.7: lllustrations of CRCP/Superparameterization. dlhek boxes represent grid
cells in the GCM, the red lines represent the 2D CRMsatteaembedded within them. The
GCM and the domain average of the CRM interact at thé blets.

(@) A single CRM embedded in each grid box. The CRM doeseach the edges of  the
GCM grid box.

(b) Two perpendicular 2D CRMs are embedded in each box. Stileylo not reach the
edges of the GCM grid box. The two CRMs interact at thelbtlot, where they overlap.
The CRM is 3D at this point.

(c) The CRMs now reach the edges of the GCM grid boxes,alawing them to interact
with the CRMs in the neighbouring grid boxes, depicted by the &frows. The large-
scale winds are predicted at the white circles.

Adapted from Randaét al. (2003b)

An improvement to this scheme was suggested in 2003 by Aralkaraddllet al, 2003;
Arakawa, 2004), in which two CRMs are embedded in each griddsonlustrated in Figure
3.7 (b). These two CRMs are orthogonal, interacting single grid point in the GCM grid
box. This alleviates the problem of orientation, and lbarused to create a quasi-3D CRM
using interpolation. (Randadt al, 2003b; Arakawa, 2004). The CRM system is actually 3D
only at the points of interaction between the two hegolution models.

A further improvement is to extend the boundaries ofGR&s to the walls of the GCM grid

boxes. This system, shown in Figure 3.7 (c), allows théI€Ro interact directly, and

simulated cloud systems that develop in one grid boxtlvarefore now propagate into the
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Figure 3.8 Hovmoller diagrams of NS-averaged precipitaatewith the light
and dark shading representing 0.2 and 1mm/h respectively.

(a) CRCP experiment (b) 3D CRM experiment
From Grabowski and Smolarkiewicz, (1999)

next (Randalkt al, 2003b; Arakawa, 2004). Convergence to a global CRM can bevachi
using this arrangement as the resolution of the GCMfised until only a single grid point of
CRM exists within each GCM grid box.

Until the resolutions of the two models are of the sader of magnitude, the problem of
artificially separating the cloud-scale and large-scadions will remain an issue using the
CRCP method (Tomitat al., 2005).

A major downside to the CRCP/Superparameterization apprsathe computing power
required to carry it out. Even with a simplified CRMdathe arrangement illustrated in Figure
3.7 (a), a superparameterized simulation requires comiiuieiof at least two to three orders
of magnitude more than one using a traditional parametierizgArakawa, 2004). This
system is however “perfectly parallel”, and the nuniieGCM grid boxes can be increased
without increasing the run time if the number of psswes are also increased proportionally
(Randallet al., 2003b). The system in Figure 3.7 (c) does not have thisyeays and would
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take yet longer to run. This should, however, be compasittd the computational cost of
running a global CRM, which would be at least six ordémnagnitude greater than a current
GCM (Randalkt al., 2003b).

Another inventive approach to the parameterization prgbkemd the one on which this
dissertation concentrates, is discussed in thewaollp chapter.
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4. The Hypohydrostatic Approach

4.1 Introduction

In order to circumvent the representation problems chuse the scale difference, as
discussed in the previous chapter, Kuahgl. (2005) proposed a new method, in which this
scale difference was artificially reduced. They presgrthis under the acronym DARE,
standing for Diabatic Acceleration and REscaling. Tp@lieation of DARE reduces both the
spatial and temporal scales of large scale circulatimpnsnaking the radius of the Earth
smaller by some factor (often writtenygsand increasing its rotation rate by the same factor,
which is referred to by Kuang al. (2005) as the DARE factor. The response time of the
convective systems is also shortened by this factoorder to maintain the interaction
mechanism between them and the large scale circudafidris is achieved by multiplying all
diabatic fluxes, microphysical process rates and pratipit fall velocities by the DARE
factor (Kuanget al., 2005; Peters and Bretherton, 2006). This approach has alscebseed

to as the ‘small Earth’ approach (Gareeal. 2007), for obvious reasons.

Other interpretations suggested by Gametea. (2007) and Pauluigt al. (2006) are the ‘deep
Earth’ system and the hypohydrostatic model, the lattethech is referred to by Kuang al.
(2005) as RAVE (Reduced Acceleration in the VErtical). eep Earth’ approach involves

a reduction of the Earth’s gravitational acceleratgnich increases the pressure scale height
and hence the depth of the atmosphere. In the hypohydraste®&VE approach, vertical
accelerations are reduced via the multiplication ofDéDt term in the vertical momentum

equation (VME) by a factor greater than one.
All of these systems are, despite their very differapproaches to the problem,

mathematically equivalent (Paulsal., 2006; Garneet al., 2007), as is shown here using a
simple basic equation set.
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4.1.1 Proof of Equivalency

The equations to be used in this proof are the followingfsetomentum equations.

NN

Horizontal Momentum Equations: L P 0% (2)
v__ 1w 4
bt ooy @
Dw 1 dp
o ez ¢

Vertical Momentum Equation: P 3

P _
Mass Conservation Equation: F’[ + ,OD EIJ_ =0 (4)
In which:
D _0 0

0
—=—+U—+V—+W— s the Lagrangian rate of change, p is the pressui®the
Dt ot ox oy 0z ! grang ge. P Prespu

density, f = 2sind is the Coriolis parameter, wheteis the rotation rate of the Earth ahe
the latitude, g is the gravitational acceleration ard(u,v,w) is the velocity vector.

The Hypohydrostatic/RAVE System

In the hypohydrostatic/RAVE system, the vertical momentequation is altered directly.
Equation (3) becomes

. Dw 1 dp

e {
Dt o 4 5)

with the other equations in the system remaining unclthnge
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The Deep Earth System

g
In this system, the gravitational acceleration is redu&d — A :

RT
The pressure scale height H of an isothermal atmospbkegéven by H =— hence

H - H.

This impliesz - VZ and hencdV — WV Etand L LU remain unchanged:

D _o0 d d d d d d 10 _D
— = tU_—FtV—+tW— - —FtU—FV—F PN —=— g
Dt ot ox oy 0z ot ox oy yoz Dt
Om=4,0v, W  ou ov yow_po ,
~ 0x o0y o0z ox oy yoz B 7

The system of equations therefore becomes

Du_  10p

Dt Folass ®)
LA

Dt poy ©

Dw 11 é]p_g{:} . Dw 1 dp

Y =T o T =F = 5. &
Dt y o & ¥ Dt p & (10)
Dp
—+ o0 =0
Dt pU LU (11)

It can therefore be seen that, as in the hypohydrostgdiem, the only equation experiencing
a change is the vertical momentum equation (10), wherkethhand side is multiplied by the
factory®.
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The Small Earth/DARE System

This approach involves reducing the radius of the Earth aockasing its rotation rate:

a— %, Q- J’Q . The reduction of the Earth’s radius reduces the haatsnale in
all directions, and henc& — ?{/ and Y — % The increased rotation rate reduces the

length of a day and thus also the time scale,ti.e‘.’ %/ . The rotation rate also affects the

Coriolis parameter,f =2Qsin8 - 2)Qsind = ) .
D

In this approach,Dt and [J Elj_ are also affected as follows:

E:i+ui+vi+wi yi+uyi+vyi+wi

Dt dt dx dy oz ot ax oy  az1?

DD_J:@+@+6_\N R y@+y@+a_vv (13)
ox 0y o0z 0X dy 0z

These are not simple rescalings, and application ckthe the mass conservation equation
reveals a problem, as shown below.

Dp
e TR
o FAOw

Va—’o+uya—p+vya—p+wa—p+p[yﬁ+y@+a—wl;t 0 (14)

ot 0X ay 0z 0X dy 0z
In order for the mass conservation equation to hold twhech it must always do, an

additional rescalingW — WV must be applied.

D
With the addition of this, the rescalings f(ﬁTt and [] EIJ_ are now:
D 0 0 0 0
— == —4+U—+V—+WwW—

(15)
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};Dr }/p@x Dr ox
Du_ 1op
Dt pé‘x (17)
v 18 Dv 1¢&
_:_}!__-p_ﬂru }/_:___-p _f
Dt P oy Dt poy
1o,
Dt poy (18)
Dw 1 @&
yz_____p_g
o

(19)

D

Again, the only equation to undergo a change is the vertoalentum equation (19).
The three interpretations are hence mathematicallyaigunt.

In the DARE approach only, various parameters of theesysnust be rescaled to maintain
this equivalency, including the source terms for such quesitéds6. This is due to the

D

rescaling of the . Dt term in this approach.

l.e. Dt S — ’7 ’YSQ etc. (21)
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4.2 Implementing the Approach

From a modelling standpoint, the hypohydrostatic approacheisasiest interpretation to
introduce into a model, although its physical attributesless clearly defined than in the
deep or small Earth analogues, as+théactor needs only to be introduced in the Vertical
Momentum Equation. Scaling may also be required in thegsdlscale viscosity to maintain
conservation of kinetic energy (Pauleisal., 2006).

The idea of modifying the equations of motion to improke performance of numerical
models is not new; it has been previously suggested ashadnaf improving computational
stability by reducing the hydrostatic-ness of fast inert@ity waves (Browning and Kreiss,
1986; Garneet al., 2007). It has not, however, previously been used asl@ohé&r assist in
the representation of convective dynamics, and no phyanedogues were previously made

to these modified systems.

This approach is, of course, only useful if convectiotherescaled system responds to large-
scale forcing in a realistic manner, and if large sdgtegmics are sufficiently unchanged as
to reliably represent the real atmosphere. Those Brgke- motions which are in hydrostatic
balance are, naturally, unaffected directly by theaksy as the term in the VME to be
multiplied is zero (Kuangt al., 2005). An assumption is also made that changing the scale
difference between the convective and large scalemgsti®es not change their method of
interaction, as long as some difference in scale irmn&uanget al (2005) liken this latter
assumption to the assumption that, with a sufficjefalge Reynolds number, turbulent
behaviour is independent of viscosity. A difficulty withetapproach is that timescales of
convective and large-scale motions are affected diffistesnd it is therefore impossible to
rescale microphysical processes consistently with bagh.microphysics is important to
processes at both of these scales, this could caussuasn(Pauluist al., 2006).

The initial assumptions must be tested through exmeriation and comparison with

unscaled control model runs where possible.
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4.3 Evaluation of the Approach

4.3.1 Impact on Convective Scales

Kuanget al. (2005) performed a comparison of an unscaled control CRMaamodel run
with a DARE factory = 4, both run to Radiative-Convective Equilibrium (RCEee Chapter
5 for more details about this). The model resolution resnthe same, but the DARE run has
a domain smaller by a factor of 4 in both horizontakdions. They found that the
convection behaved similarly in both cases, and, asrsho Figure 4.1, that the domain
averaged temperature, cloud fraction and relative huynmtbfiles were a remarkably good
match.

The cloud fraction and relative humidity are slightigher in the upper troposphere in the
DARE scaled run, due to the stronger updrafts requirednforrdéscaling (w»yw), but the
differences are of a similar or smaller scale thlam differences that can be caused by
microphysical uncertainties, so are not consideredfgignt (Kuanget al., 2005).

As the DARE approach involves a rescaling of time, in otdecompare the responses of
convection to a periodic large-scale forcing in thetmdrand DARE runs, Kuangt al.
(2005) also had to rescale both the period of the forcidgta amplitude (§&t)— ySy(t/y), as
in equation 21). When the DARE results are scaled backdoparison, the two runs are

very similar in their responses, as shown in Figure 4.2.

DARE hence appears to faithfully simulate the convecutévity which would appear in an
unscaled domain which is larger by a factoryphas the same grid size, and is run for a
period a factor of longer (Kuanget al., 2005; Peters and Bretherton, 2006).

Garneret al. (2007) performed simulations with a global coarse resaluhodel (grid lengths
of 2° latitude and 2.5° longitude) with very high values ef tlypohydrostatic rescaling factor
(100, 200 and 300). They discovered that, even with these ensmascalings, many features
of the convection remained remarkably similar. Figure 4o8vstthe instantaneous rain rate at
equilibrium for the unscaled control apa= 300 runs from their experiment. Individual storms
in the tropics have a larger horizontal scale, geneb@tween 2 and 8 times the size of those
in the control. Extra-tropical convective structures also expanded a little. The precipitation
rate remains almost the same, even with the resdalobgr of 300 (Garnest al., 2007).
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Figure 4.1: Domain-averaged RCE profiles of TemperatutepydCfraction and
Relative Humidity for the control (solid line) and DARE sch{eashed line) model
runs performed by Kuarg al. (2005).
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Figure 4.2: Hourly averaged responses of the domain averag® (@p) and
precipitation (bottom) to an imposed periodic large-sdateing in an experiment
carried out by Kuangt al. (2005). Control simulations represented by thick lines and
DARE by thin. All variables including time are scaled b&wkthe DARE results.
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Figure 4.3: Instantaneous rain rate (mm/day) in the dofiyp) andy = 300
(bottom) runs from Garnett al. (2007).

The horizontal scale difference can also be seeidnvertical velocity field of the scaled
simulation, shown in Figure 4.4. It can also be noted ti@ttider updrafts penetrate higher
into the atmosphere. Garretral., (2007) suggest that numerical diffusion may be the cause of
this, as narrower updrafts are more susceptible to theteftd this than wider updrafts.
Supporting this idea is the fact that the narrowest updraftiseiy = 300 output are also the
least penetrative. The vertical velocities seerhewyt= 300 run are about 1/3 of those in the
control run, which has some impact on gravity-wave agtivi the stratosphere (Garnetral.,
2007).
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Figure 4.4: Instantaneous vertical velocity cross sectidgheaEquator at the same time
as Figure 4.3. Control run (top) apd 300 run (bottom) from Garnet al. (2007). The
vertical axis should read km, nof.m

The DARE rescaling implies that

w (JAX, ¥) = y'w(Ax,1) (22)

where w{x,y) is the vertical velocity for a simulation withs@utionAx and a rescaling factor
of y. This assumes that the convective updraft buoyancy ipemdent ofy (Pauluiset al.,
2006). However, experiments find that the vertical veyoisitnot as sensitive as this (Pauluis
et al., 2006; Garneet al., 2007). Figure 4.5 shows the vertical velocity probabilisgribution

of a set of simulations carried out by Pauletisl. (2006) where the resolution is decreased
with the hypohydrostatic rescaling factor chosen such ake&p the effective resolution
constant (ie if the grid size is doubled, the rescalinfpfais also doubled). It is clear to see
that the vertical velocities in these simulationgjle greatly reduced for large valuesyofat
large resolutions), do not scale as predicted by equatioA p@ssible explanation for this is
that the convective updraft buoyancy increases to corapen®r the effects of the

hypohydrostatic rescaling (Paul@sal., 2006).
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Figure 4.5: Vertical velocity probability distribution
function for hypohydrostatically scaled runs with varying
resolutions. From Paulué al. (2006).
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Figure 4.6: Temperature and specific humidity biases in ations carried out by
Pauluiset al. (2006). Bias is difference between named run and theat@ntnulation
(Ax=2km,y = 1 — note tha is referred to as in these plots). For each pair of plots the
hypohydrostatically rescaled runs are on the left anddhese resolution runs are on the
riaht.
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An important issue in assessing the usefulness of hypohgticosimulations is to examine
whether they are better or worse than simulations gimaply have a coarser resolution, but
requiring the same computation resources as the scaledPamsiset al. (2006) compare a

set of hypohydrostatic simulations with coarse resalutims which have the same resolution.

Figure 4.6 shows the temperature and specific humiditgsibstween the control run (which
has Ax=2km, y = 1) and the two sets of experiments. Both sets of runs ssiowar
characteristics — a warm bias in the deep troposphere dny bias above the boundary layer.
While the temperature bias is significantly smallerha hypohydrostatic runs, the humidity
bias is greater than in the coarse resolution runsrneguhe same respective computational
cost. The humidity bias in the coarse resolution rarglieved to be caused by the inability of
coarse resolutions to simulate shallow overturning dmd mixing of low cloud with the
environment (Pauluis and Garner, 2006; Pauétigl., 2006). While this is not a direct
problem in the hypohydrostatic case, as the rescaling @estror the coarse resolution, the
scaling of the convective overturning time has the efféateducing the low-level mixing
(Pauluiset al., 2006), leading to a larger dry bias overall.

In terms of predicting cloud water, both sets of simoites produce an excess at low levels,
again caused by the lack of mixing and shallow overturnihgs &ffect is particularly strong if
the vertical wind shear is strong, in which case tharsm resolution runs dramatically
outperform the hypohydrostatic runs. Both sets of runfoparbetter when predicting cloud
ice, although runs with a high value ferfail to predict the peak distributions of the ice
correctly (Pauluist al., 2006).

4.3.2 Impactson Large Scales

The intention of hypohydrostatic rescaling is that ibwd not affect the large-scale
circulation, or at least affect it very little. Figu 4.7 shows the zonal-mean differences
between an unscaled control run and a run with300 carried out by Garnet al. (2007).
The main differences include a weakened subtropical ptlemced by the negative
perturbation in the zonal wind, and the related weakemirthe Hadley cell, as seen in the
meridional streamfunction. These are related to tleeedsed latent heating in the tropics, as
the strength of the Hadley cell is extremely sersitie changes in the latent heating
distribution in the tropics (Hou and Lindzen, 1992). Thenlakeating in the tropics decreases
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monotonically with the increase @f(Garneret al., 2007). The Hadley cell in their control

case is unrealistically strong, so this decrease agtoratigs the solution closer to reality.

The perturbation in the temperature field indicatedtiadi of the extra-tropical tropopause,
probably caused by, but smaller in magnitude than, the serieathe level of convective
penetration as shown Figure 4.4 (Gamial., 2007).

Garner et al. (2007) discovered that many of the issues encountered duéweto t
implementation of hypohydrostatic rescaling were qualigdyivsimilar to those found in

models in which a simple convective parameterizatiandegen used.
Dynamics outside of the tropics are little affecte@rewith very large values of which

suggests that hypohydrostatic rescaling with smaller valigscan safely be used without

adversely affecting extra-tropical systems (Gasmet., 2007).
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A possible issue that has yet to be tested is thetedfethe hypohydrostatic rescaling on
intermediate mesoscale systems and their interactiotin the large and convective scales
(Pauluiset al., 2006; Garneet al., 2007). However, for modest valuesyqbn the order of 2-
8), the approach appears to simulate systems withoutvwakysdeforming motions on either
the convective or planetary scales, making it a usefll in global circulation modelling
(Kuanget al., 2005; Peters and Bretherton, 2006, Gaehat., 2007).
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5. Mode Setup
5.1 TheModd

The studies discussed in the previous chapter evaluaapphieability of the hypohydrostatic
rescaling in three dimensional simulations. In ordexsgess the usefulness of the approach in

two dimensions, a number of simulations in both two &nekt dimensions were examined.

The model used to carry out the numerical experimeritee Met Office Large Eddy Model.
This is a high resolution model that can be used to rapresevariety of atmospheric
situations, from dry turbulence to mesoscale convedystems, over time scales ranging
from hours to days. This model uses a Boussinesg-type systigmparameterizations for
sub-grid-scale turbulence, cloud microphysics and radiatlme rfadiation scheme was not

used in the experiments).

The basic equation set used in the model is as followesyrs in tensor notation, as in the
documentation associated with the model (Gtagt., 2001):

% - _i B +5ijB’+iA_28iijjuk (23)
0
— (pu)=0
” (o.u,) (24)
D 1 ahg +(09j +(09j
= - (25)
Dt p. 0x Ot ) oy Ot ) e
Dg, _ 1 i _(f’qnj
Dt o, 0% Ot ) rpnys -
In which:
D _ 0

0
Dt = o + U a—xis the Lagrangian rate of changg,is the Kroneker delta functionx is

1
the alternating pseudo-tensars (u,v,w) is the velocity vector, p' is the pressure pbdiion,
ps is the reference density, B' is the buoyanag, the subgrid stres8), is the angular velocity

of the Earthg is the potential temperaturé€’, is the subgrid scalar flux of [%j is the

mphys
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source term o due to microphysics ar{dé;—tej is the source term @fdue to radiation. (g
rad

represents all other scalar variables, withthe subgrid scalar flux of,cand [%j the
mphys

source term of gdue to microphysics.

The runs have a horizontal grid spacing of 2km, followirg rdasoning outlined in Section
3.3. The computing time required to run a large simulatimitdd the domains to 30 grid

points for the 2D runs and a 20x20 square of grid points foBEheuns. The domain size of
the two-dimensional runs is small enough that it inhibrganisation of convective activity,

as discussed in Section 3.3.1. As discussed in Sectioth2.3node of organisation has an
effect on the equilibrium state which is avoided by usingiallsdomain.

There are 76 vertical levels within the model heigh2@{m, with grid spacing varying from
50m near the surface to 500m at the upper limit. The topdaoyiinas a damping layer above
16km, which prevents gravity waves reflecting off the topriwlary and causing problems in

the main simulation.

Three-phase microphysics parameterization is used, gvidbisture into various categories.
A total of nine moisture variables represent water vapdoud water, cloud ice, rain, snow,

graupel, and number concentrations of ice, snow and graupel.

The model is run over a fixed sea surface of temperature300K, which avoids any
organization of convection by temperature gradients, asrexpby Tompkins (2001b). The
Coriolis effect is ignored by setting f = 0, and no gegstic wind is imposed. This prevents
any organization or clustering of the convection causetidogffects of rotation. To represent
the radiation, instead of using a radiation parameteaviza#i cooling profile is imposed. This
cooling profile has a cooling rate of 2K/day up to 400mb whienttapers linearly with
pressure to zero at 200mb, as shown in Figure 5.1. This godi® matches that in
Tompkins (2000), which should allow for some meaningful corspas to be made with this
study.

In order to properly assess the effects of the diffees in each model run, each run should be
run out until it reaches Radiative-Convective EquilibrilRCE). When a run has achieved
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Figure 5.1: Imposed Cooling Rate of the Model.

RCE, the latent heating effects of the convectiaiarbalance with the radiative cooling of
the atmosphere and surface sensible heat fluxes. Ruammgdel simulation with radiative
properties such that it will reach an equilibrium has eomaglvantage over models run with
some initial energy available for convection, in that dependence of the results on the
initial conditions is removed (Emanuel, 1994). Running the modeto 20 days appears to
allow it to reach RCE, as evidenced by the flattening éuh® time series in Figure 5.2,
which is taken from one of the model runs studied. Askmaseen in Figure 6.24 (see page
69), the other runs exhibit similar behaviour. This agrees thighadjustment time-scales
found in the RCE cloud-ensemble studies carried out bypkomm and Craig (1998) and
Tompkins (2000).

5.2 Data Collected

A total of six runs are analysed:

The first two are both in two dimensions, and have mwstaints on the mean horizontal
winds. A further two 2D runs are carried out with the miearizontal winds being damped to

zero by adding a deceleration term to the velocity equatibhe final two runs are in three

dimensions.

-38-



on in n on
[==] ra iy [=2)
I I I
] ] ]

Tn
=)
I
]

L
L
I
]

T
ra
I
]

Column Integrated Water Vapour (kg m'e)
&
T
l

ant i

o1 2 3 4 5 6 ¢ 8 9 1w 1 12 13 14 15 1B 17 18 18 20
Time (Days)

Figure 5.2: Total Column Integrated Water Vapour Timeseior the 2D model run
with no constraining of model winds and a hypohydrostaticatiesy factor of 4.

For each of these pairs, one control run has no hypohgticosescaling; or in other words,

= 1. This will subsequently be referred to as the umdcaun. The other run has a
hypohydrostatic rescaling @f= 4. This run will be referred to as the scaled run.

A summary of these runs is given in Table 5.1.

Runs
2D Unconstrained Winds No Rescaling
2D Unconstrained Winds Scalingr 4
2D Constrained Winds No Rescaling
2D Constrained Winds Scaling= 4
3D No Rescaling
3D Scaling, y=4

Table 5.1: Summary of the model runs to be analysed
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Data is available for each of these runs at days 0,&,81,10, 12, 14, 15, 16, 17, 18, 19 and
20 of the simulation and includes a wide variety of diatins. The majority of these

diagnostics are horizontally averaged and given ast&aleprofile, or domain averaged and
given as a time series. Complete 2D fields are aladladble for some quantities in the 2D
runs only. The diagnostics that will be concentrated Upomanalysis are the horizontal and

vertical winds, cloud cover, cloud moisture content, teatfpee and relative humidity.
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6. Discussion of Experiments

Using the model data from the six runs described in the predbapter, several comparisons
were analysed. Firstly, the effect of the rescalingnuffee two dimensional model without
any constraining of horizontal winds is studied, and isudised in section 6.1. Section 6.2
discusses effect of the hypohydrostatic rescaling upon daelnmuns with two (6.2.1) and
three (6.2.2) dimensions. The differences between the tad/oha@e dimensional model runs
are then analysed in section 6.3, considering the runs(@i8hl) and without (6.3.2) the
hypohydrostatic rescaling. Finally, a discussion of thelt®dound in sections 6.2 and 6.3

can be found in section 6.4.
6.1 Unconstrained M odel Windsin Two Dimensions

As discussed in section 3.3.1, one of the problems encedntghen modelling in two

dimensions is the creation of erroneous mean hoatevinds. To investigate the effect of
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Mo Scaling
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0 ! ! 1 1 ! ! 1 !
-B0 -a0 -40 -30 rall =10 0 10 20 30 40
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Figure 6.1: Comparison of Horizontal Winds after 20 Daysénnscaled (Blue) and
Scaled (Red) 2D Model Runs
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the hypohydrostatic rescaling on this issue, a pair of tmeasional model runs were carried
out with no damping or constraining of horizontal windseotthan the damping taking place
on all variables in the top four kilometres of the mod&he run had no hypohydrostatic
scaling, the other was hypohydrostatically scaled witlcadirgy factory = 4. As expected,
fictitious mean horizontal wind speeds were observed ih hots. However, as can be seen
in Figure 6.1, there were large differences between tiszaled and scaled runs. The
maximum mean windspeed in the scaled run is more thamsss tihat of the unscaled run.
The magnitudes of the mean winds in the unscaled run are cbigavith the similar
simulation carried out by Tompkins (2000).

As can be seen, the vertical profile is also veffedint. The unscaled run has two peaks - a
negative peak at around 5.5km, and a smaller positive peakusida®km. The scaled run has
three distinct peaks; positive peaks at around 4 and 15kma atcbng negative peak at
11km. The height of this strong negative peak in pressunastis roughly 200mb. This is the
point at which the taper-off of the imposed cooling ra&ches zero. There is a possibility
that these two facts are related, although the meahaoyswhich this relation would take
effect is unknown. It is impossible to confirm or dspe any relation without running further
scaled model runs with different imposed cooling profded analysing the horizontal wind
patterns.

In both runs, the strength of these model winds ineeasth time. Profiles taken every 4
days through each run are shown in Figure 6.2. The diffegi#ontal scales in the unscaled
and scaled plots should be noted. It is evident frorsetipdots that the windspeeds increased
much more rapidly in the scaled run, with the relatiffeiences in the profiles between days
8 and 20 significantly reduced compared to the unscaled run.mBExémum windspeed
recorded in the scaled run does not vary substantially 8fdays, whereas in the unscaled
run it continues to increase right to the end of tel@hrun. This indicates the possibility that
some of the differences noted can be explained baseitheo DARE interpretation of the
hypohydrostatic rescaling, where timescales are reduceddmnta bfy. The 20 day state of
the hypohydrostatic model run would then be comparable t@@heday of an unscaled
model run. This timescale rescaling results in a mustefaspin up’ time of the model winds
in the hypohydrostatic run. This hypothesis could be testedrying a longer simulation of
the unscaled run and comparing the 80-day output with the 20utlpyt of the scaled run.
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Figure 6.3 shows a variety of 2D ‘snapshots’ from the endagf20 of they = 4 scaled 2D
model run with no damping of winds. Figure 6.4 shows the ghimg for the unscaled run.
As the model is run in a non-rotating atmosphere, trentation of the model has no effect.
For the convenience of discussion, it has arbitrdrdgn chosen to align it East-West, with
East on the right of the cross-sections shown, aadt\&h the left. This convention is carried

throughout this chapter.

As can be seen in Figure 6.3(a), the total wind at any potiee model is dominated by the
horizontal mean wind, masking any smaller patterns. Sgireture becomes more apparent
if the mean winds are subtracted from the profilendsgure 6.3 (b). This is also true for the
unscaled case, as seen in Figure 6.4. The next stegnalie this structure with reference to
the vertical motion and cloud moisture content distrdmgj as shown in Figure 6.3 (c) and
(d) respectively. Cloud moisture content is here caledlaty the addition of the cloud water
and cloud ice distributions. This can tell us somethinguaibhe convective activity in this
simulation and its relationship to the local horizémtgads. In the lower regions of the scaled
domain the wind structures are generally of the order of 18&rmss (6.4c). In the cloud
moisture cross section (6.3d), a cloud structure can dassilglentified at a height of around
4km around 20km West of the centre of the domain. Thigesponds to a region of relatively
Easterly moving ascent, with regions of more Westedying descent surrounding it. Other
small regions of ascent also have associated regioc®ud moisture and also appear to be
moving relatively Westwards with respect to the mean.flag/the mean winds at this level
are Westerly, it appears that the convective updra¢tpposing this motion, attempting to
rise more vertically in an atmosphere that is attergab shear them to the East.

Higher in the atmosphere, predominantly above the heigthte tropopause, there is a much
larger dry circulation in place, which is moving Westwardhwime due to the high mean
winds at that height. This circulation does not appeabedodirectly connected with the
convective activity lower in the atmosphere. The wawgle of this circulation is equal to the
domain length, and it is impossible to say whether thisldvamain true for a larger domain
or if multiple patterns would be seen. Partly due ts timcertainty, this feature cannot be

linked conclusively to any feature of the real atmosphere.
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In the unscaled domain, the large-scale structures inaheontal and vertical wind fields are
less immediately evident as the fields are generallyensisorganised. However, some
similar observation can be made to those in the dazdse — individual cloud systems are
associated with ascent and Westerly flow relativehe overall mean flow. The vertical
motion is slightly less active, resulting in lowesncentrations of condensed water in the

atmosphere. The large dry stratospheric circulation isettie scaled case is also absent here.

Despite the differences in the behaviour of horizowtalds between the two runs, there are
many quantities for which the rescaling has little effétie temperature profiles, as seen in
Figure 6.5, are very similar, although vertically and tiaveraged (over days 18-20 of the
runs) temperatures differ by two standard deviations (Skle Bal on page 66).

20 T

16+

14}

12r

10F

Height (krm)

0 : :
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Figure 6.5: Temperature Profiles at 20 days in the Unscaled
(blue) and Scaled (green) 2D Model Runs with no damping of
horizontal winds.
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6.2 Applying the Hypohydrostatic Rescaling

6.2.1 In Two Dimensions
As is customary in 2D simulations (see Section 3.3.1)ptleblems of the unconstrained
winds discussed in the previous section are circumvent@ddsgribing a fixed wind profile,

in this case zero at all heights.

This is carried out using an extra relaxation term incédeulation of the horizontal wind at

each timestep, as follows:

% ={usual equation terms} —

N <

(23)

In this extra termy is the mean horizontal wind, amds an averaging timescale, in this case
chosen to be 10 minutes. This term ‘nudges’ the mean winds tba@rds zero at each

timestep.

With the mean horizontal winds constrained, negaging differences caused by the larger
mean winds in the hypohydrostatic case, the effects afiypehydrostatic rescaling on two
dimensional studies can be further studied. The mean wnnithese runs are of the order of

1cm/s at their maximum.

As can be seen in Figure 6.6 (a) and (c), the scaledasia warmer troposphere than the
unscaled run, with the temperature difference increasing fitte surface to a height of
11.5km, with a cooler layer just above this height. Thiseiase in temperature bias through
the tropopause can be explained through the considerationoist adiabats of different
potential temperatures (Holloway and Neelin, 2007). Thidecdayer is associated with the
upward shifting of the tropopause in the scaled run from 11.&kmi2.5km. This is
qualitatively similar to the results of the 3D expenntse of Pauluiset al. (2006). The
predominantly warm bias results in a slightly higher ayert@mperature, shown in Table 6.1
(See page 66). The scaled run is also more humid at akflobeights, with the most
significant moist biases at 8 and 12km, as shown in Figié(@®) and (d). The significant bias
at around 12km is again a feature of the raising of thmpause, as little to no moisture can
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Figure 6.6: Horizontal mean temperature and relative humidi2D constrained winds
simulations. a and b show the biases. Bias is differbrbgeeny = 4 scaled run and the
unscaled run. ¢ and d show both profiles, with the uedaalblue and the scaled in green.

penetrate the stratosphere. Higher relative humidithe upper troposphere results from the
stronger and more numerous updrafts required to accommodntdiaihatic acceleration
(Kuanget al., 2005). The rescaling also encourages shallow convectiongtrits increased
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Figure 6.7: Cloud water (left) and cloud ice (right)ctians in the unscaled (blue) ape

4 scaled (red) runs, averaged over the final 3 days afitidations. Cloud water fraction

is defined as the fraction of grid points at each levéh @icloud water content of more

than 0.05g/kg, as in Paulusal. (2006), and similarly for cloud ice.

effective resolution, which increases the moisture exrin the lower part of the troposphere
(Garneret al., 2007). The rescaled overturning time, however, prevéatfos/ overturning,
which reduces the mixing between the boundary layer and wWer lwoposphere and also
inhibits the dissipation of shallow clouds. This is ewickd in the relative humidity profile by
the slight dry bias at the top of the boundary layecaft also be seen by viewing the cloud
fraction, shown in Figure 6.7. The high level ice disttibn in the hypohydrostatic run is of
similar magnitude but greater height than the unscaledwhbith is probably due to the
higher penetration of updrafts in the scaled case, an dgahpvhich from day 20 can be
seen in Figure 6.8 (this can also be seen in plots fréver atays of the model runs). The
deepening of the penetration of the updrafts is assistedebyitening effect the rescaling
has upon them. The entrainment rate of atmospherintaia cloud has, roughly, an inverse
linear relationship with the width of the updraft, hencdexiupdrafts have less environmental
air entrained into them per unit area than narrowed ugdralfowing them to retain more
buoyancy. Updrafts in the scaled run are, on averagen@rekm wide, whereas those in the
unscaled simulations average at around 2.5km.

-52-



—
[an}
T
1

—
ra
T
1

Height (km)

20

18

16

14

o

-_ “

0.15

0.1

0.05

-10 0 10 20 a0
Distance (km]

-30 =20 -10 0 10 20 aa
Distance (km)

Figure 6.8: Vertical velocity Cross Sections at day 20uiascaled (top) and scaled
(bottom) runs.

-0.05

-0

-0.8

0.6

104

In theory, the vertical velocities of the hypohydrostdty rescaled simulations scale ag df

those in the unscaled runs. Pauldisal. (2006) discovered that, in their experiments, the

rescaling of vertical winds was not as significantitas. The time series of the maximum
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running average for unscaled run, dark green: 12 hour runninggaviar scaled run.

vertical velocity in both the unscaled and scaled rsirshown in Figure 6.9. As can be seen
here, there is little difference in the long termrage maxima between the two runs with

4. The unscaled run has a higher variability, howeveh thie maximum velocities reaching

over 13m/s, compared to 7m/s for the scaled run. Unfarélyy model output for average or

typical vertical velocities throughout the time periwas not available for comparison. These
velocities would, naturally, give a better picture of general effect of the rescaling upon
vertical velocities.

As expected from the humidity profile bias, the scalad neaches a moister equilibrium, as
can be seen in the final total column water vapour valuéable 6.1 (Page 66).

The precipitation rates in the scaled run are a khaller than those in the unscaled run, as
shown in Figure 6.10. The latent heat flux (not shown)ha scaled run is also slightly
smaller than in the unscaled run. The latent heatiflwiosely related to the surface moisture

flux (which in turn is closely related to the preciga). The precipitation in the unscaled
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run does, however, show a greater degree of variathbiy that of the scaled run, with peaks
reaching to over 2mm Hrcompared to less than 1.5mm'tin the scaled run. This agrees
with the general finding that the unscaled 2D runs are naiable than the scaled 2D runs.
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Figure 6.11: Day 18 of the 2D constrained-wind simulations.
(a) Vertical velocity in thg = 4 scaled run (3

(b) Horizontal winds in the = 4 scaled run (M3

(c) Cloud water + ice in the= 4 scaled run (kgk)

(d) Vertical velocity in the unscaled run (Ms

(e) Horizontal winds in the unscaled run (ins

(f) Cloud water + ice in the unscaled run (kgkg

The deepened convective updrafts of the scaled run exhibit gudeg gravity wave
behaviour especially when they are most penetrativeeXample of this can be seen in
Figure 6.11(a-c), taken from day 18 of the 4 run. This activity is not as prominent in the

unscaled run, where the updrafts do not generally penetrédse,ass can also be seen in
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Figure 6.11(d-f). The damping layer of the model preventsetlgsvity waves from
reflecting off the top boundary, which could cause ditfies in the model. Lanet al. (2001)
concluded that convectively generated gravity waves aomgest when the convection
deepens to penetrate the upper troposphere, which agréethavitesults found here. They
conclude that gravity waves are generated by the rapidedaten of a convective updraft as
it passes its Level of Neutral Buoyancy (LNB). The gsawave is then forced as the updraft
oscillates about its LNB.

6.2.21n Three Dimensions

The effects of the scaling in two and three dimensayasot identical, but they have a lot of
similar features. As shown in Figure 6.12, the temperata ihi the troposphere is much
smaller in the 3D case than in the 2D case, being alzerst through the depth of the
troposphere. There is a slight warm bias at the lei/éhe tropopause, with the tropopause
being higher in the unscaled case, and also having a lessupomabo inversion. The
tropopausal lifting also has an effect upon the relativenidity profile in the deep
atmosphere, with humidity penetrating to greater hsigBoth relative humidity fields
capture an inversion at around 1km. These results areagwaly in agreement with the
experiments of Kuangt al. (2005). However, unlike Kuang al., there is also a moist bias
throughout the free troposphere, as was seen in th@a&b This manifests itself in an excess
of cloud water at low levels (not shown), a result efitthibited shallow overturning.

This excess of cloud water carries over into the ttald cover amounts. As can be seen
from Figure 6.13, the scaled run has significantly largeudicover. The equilibrium total
column water vapour is also significantly higher in shaled run, as can be seen in Table 6.1
(Page 66).

Figure 6.14 shows the maximum vertical velocity time sdoegoth the unscaled and scaled
simulations. The reduction in vertical velocities is enewident here than in the 2D runs, with
the equilibrium maximum w for the unscaled at roughly &5nand for the scaled run at
5ms’. As in the 2D case and Pauleisl. (2006), this reduction due to scaling is significantly
less than would be expected theoretically. The scaledis again less variable than the
unscaled run. This may be connected to the longer tiness@ald smaller number of

individual convective cells.
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6.3 Comparing Two and Three Dimensions

As discussed in Section 3.3.1, there are a variety fefrdrices between simulations run in 2D
and 3D. The question in the following section is whethess¢ differences are reduced or

exacerbated by the introduction of the hypohydrostatic liegca

6.3.1 Without Rescaling

The 2D domain used is small, which inhibits the horiziopg¢aturbation velocities which are
the main cause of many of the differences caused bgrdilmnality, as discussed in section
3.3.1. By examining 2D cross-sections, it was found thakzdntal perturbation velocities in
the 2D case considered here are on the order of Iindess. As cross-sections are not
available in the 3D case, this method cannot be utilisesktimnate perturbation velocities.
The mean winds in the 3D run are of the same orderaghitude as those in the 2D case, so

it is not ridiculous to assume that the perturbatiamd® are also roughly the same.

Indeed, with no scaling, the temperature profiles are samlar, as shown in Figure 6.15.
The troposphere is slightly warmer in the 3D run, witle warm bias increasing with

increasing height. There is a slightly stronger waras in the boundary layer than in the free
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Figure 6.15: Temperature profiles at day 20 of unscaled afion$. Left, bias
(difference between 3D and 2D). Right, both profiles, in(BDe) and 3D (green).
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Figure 6.16: Relative humidity profiles at day 20 of unscaledulations. Left, bias
(difference between 3D and 2D). Right, both profiles, in(BDe) and 3D (green).

tropopause immediately above it, as can be seen in F@gl&fa). Examining the surface
fluxes (not shown) it is found that the sensible hiet ih the 3D case is smaller than in the
2D case. Using the assumption that the mean and perturlsatiface winds are similar in
both cases, this implies a smaller difference betwkerboundary layer temperature and the
surface temperature. The sea surface temperature ertieetel runs is 300K, which is higher
than the atmospheric temperature. The higher tempergtuhe boundary layer is thus in

agreement with the surface fluxes.

The temperature inversion indicative of the tropopausdsis marginally higher in the 3D
case. The mass-weighted average temperature of thepdeness hence slightly higher in
the 3D simulation, as seen from Table 6.1 (on page 66).

In the lower section of the troposphere the 3D runsis drier than the 2D run. Returning to
the surface fluxes, the latent heat flux in the 3D ca$&rger than in the 2D case, a necessary
requirement for the total heat flux to remain equal athbcases (both runs are in RCE so
these fluxes must balance the imposed cooling). Agaimrasg similar surface winds, this
indicates a larger difference in moisture betweensthiéace and the boundary layer. As the

model is run over a sea surface, this agrees with t&eldyer in the 3D run.
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The 2D run is overall slightly moister than the 3[3, shown in Table 6.1, although the
difference is not significant as the errors in eaah are greater than the difference between
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them. This is supported by Figure 6.24 (page 69), where it caedrethat the unscaled runs

are very similar as they reach equilibrium.

The relative humidity biases are backed up by the cloudtuarei profiles, shown in Figure
6.17. The 2D simulation has a higher cloud water contelotnb4km, but the 3D simulation
has a higher cloud ice content higher in the tropospfére.total cloud cover in each run
averages out to be roughly equal.

As can be seen in Figure 6.18, the maximum vertical ¥&edn the 3D case are, on average,
around 7.5m$, significantly higher than the 2.5th®f the 2D case, which is in qualitative
agreement with the simulations carried out by &al. (1987). The warmer environment in
the lower tropopause of the 3D run is likely to furtimarease the updraft intensity, hence
also increasing the differences between 2D and 3D runs.

6.3.2 With Rescaling

In the scaled case, the temperature differences throughahthe troposphere are again very
small. The weakness of the temperature inversion irBthescaled simulation results in a

warm bias of around 7K at the tropopause, as can be rséegure 6.19. The 3D simulation

20 20
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Figure 6.19: Temperature (left) and Relative Humidity (Jigiofiles for day 20 of the = 4
scaled runs in 2D (blue) and 3D (green).
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also has a significantly cooler stratosphere. Thisoissistent with the convective cold top
theory outlined by Holloway and Neelin (2007), where a tregacorrelation between

stratospheric temperatures and tropospheric temperaemeshe tropopause was found. The
overall difference in the mass-weighted average temperatwsed by these biases is very
small, due, in the most part, to the low density of atha height. As can be seen in Table
6.1 (Page 66), the difference between the temperaturésef@D and 3D runs is smaller than

the errors caused by variability within each run.

The maximum vertical velocities in the 3D run are digantly larger than in the 2D
simulations, reaching equilibrium at about Znis comparison with the 2risof the 2D,
illustrated in Figure 6.20. This result is in agreement wighunscaled runs, and it can safely
be assumed that the mechanism responsible for therehife is the same. The degree of
variability in the scaled and unscaled cases is roughly.equa

As can be seen in the right panel of Figure 6.19, thévelaumidity in the boundary layer
and lower troposphere is affected relatively littletly change in dimensionality in the scaled
runs. Both show a clear inversion at a height of aroumd, Had remain very similar up to
about 8km. Above this height, there is a region wher&ibhsimulation is much moister than
the 2D, which corresponds to a greater amount of iagdckas can be seen in Figure 6.22.

This increase in ice cloud fraction is reflected intibtal cloud fraction, almost doubling the

equilibrium total cloud cover percentage. Although the watg@our content is only slightly

I I I 1 1 1 L L L 1 1 1
0 0.5 1 1.5 2 25 3 35 0 0.5 1 15 2 25 3 35
Cloud Water and Ice (kgkg™") 107" Cloud Water and Ice (kgkg ™) ¥10™

Figure 6.22: Cloud water and ice profiles at 20 days fatescruns in 2D (left) and 3D
(right).
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higher in the 3D case than in 2D, as can be seen in abkend Figure 6.24, it is clear that
the general atmosphere is moister in the 3D case. §pisssibly due to the greater regularity
of convective events caused by the small domain sizglatian to the horizontal scale of the
individual cumulus cells. The domain can therefore only stpposmall number of
concurrent systems, increasing the equilibrium moistureghley mechanism described in
Tompkins (2000).

6.4 Discussion

As has been discussed in Section 6.2, the rescaling caigightly warmer, rather moister
environment with smaller, less variable vertical velesiin both 2D and 3D simulations. The
differences between 2D and 3D in each case have lemrssed in Section 6.3, with the 3D
runs being generally very slightly warmer than their 2iinterparts, although most of the
troposphere in both sets of simulations sees difference.

The obvious question resulting from this is whether thesigifices caused by dimensionality
have been increased or reduced as a result of the saalifigindeed, the 2D scaled case is
closer to the unscaled 3D case than the unscaled 2Dasmnuor the scaled 3D run. Given

the large multitude of variables and properties of eactulaied environment, this is not a

simple ‘yes’ or ‘no’ answer. While the differenc@ssome variables may be improved by the
scaling, other variables may see an increase in thestas.

Run Mean Temperature Total Column

(K) Water Vapour (kg m?)
2D Unconstrained Winds No Rescaling 262.154 £ 0.267 49.517 +0.706
2D Unconstrained Winds Scaling= 4 261.505 £ 0.158 52.924 +0.235
2D Constrained Winds No Rescaling 261.540 £ 0.001 43.557 + 0.452
2D Constrained Winds Scaling~ 4 262.200 £ 0.084 46.259 + 0.325
3D No Rescaling 262.055 £ 0.034 43.382 +0.270
3D Scaling,y=4 262.248 + 0.002 46.954 + 0.257

Table 6.1: Final States of Each Run, averaged over da26.1Brrors stated are the standard
deviations of the values used in the calculations of tkeeages. Temperature calculations use
mass weighted vertical integrations of time-averagedcatmirofiles from each of days 18,19
and 20. Total column water vapour calculations use the3latays’ values from a domain
averaged timeseries.

As can be seen in Table 6.1, and also in Figure 6.23, thagaveemperature differences are

very small in both the unscaled and the scaled casesn Wmapared with the variability
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Figure 6.23: Data from Table 6.1 in graphical format foregasterpretation.

within each individual simulation, however, it can berstg®at the anomaly in the scaled case
is decidedly less significant. This is easily seenigufe 6.23, where the 3D scaled run falls
within the error bar for the 2D scaled run. If the 3Daatesd run is considered as the ‘ideal’
simulation, then it can also be seen that, in tesh@verage temperature, the 2D scaled run is
in fact the closest other run. This average temperatg®g thowever, mask many differences

which may occur within the data, as a positive biasn@ part of the atmosphere can cancel
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out a negative bias in another part. To investigate ahEsrage temperatures are worked out
for the main four runs, splitting the atmosphere itiiee layers: the Boundary Layer (O-
1km), the Free Troposphere (1-10km) and the Stratospb@r20km). The results are shown
in Table 6.2.

From these values it can be seen that, below tlpepause, the rescaling does decrease the
temperature difference between the 2D and 3D runs, whileistratosphere the scaled runs
are significantly different. These values have liféect on the overall mean temperature as
the vertical integration is mass weighted.

Mean Boundary Mean Free Mean
Run Layer Temp. (K) Tropopause Stratosphere
Temp.(K) Temp. (K)

2D Constrained Winds  No Rescaling 294.548 £+ 0.059 268.258 £ 0.007 2240097+

2D Constrained Winds  Scaling=4 294.834£0.091 268.694 +0.158 223.352+0.194
3D No Rescaling 294.740 + 0.003 269.005 + 0.026 224.929 +0.077
3D Scaling,y=4 294.726 + 0.001 269.245 + 0.036 225.095 + 0.096
Table 6.2: Mean Temperatures, calculated as in the fignréable 6.1, split into three layers:
The Boundary Layer from ground level to 1km, the Free Trdpaspfrom 1km to 10km, and the
Stratosphere from 10km to the model top at 20km.

The picture when it comes to the total column watqyoua is rather different. Here, the
anomalies between 2D and 3D are fairly insignificant mamed to the variability in both
cases, as seen in Figure 6.23. The unscaled runs here khawe sightly smaller relative
difference, with their difference being 0.8% in compamisvith 1.5% for the scaled runs.
Considering this in terms of Figure 6.24, it is not clearcWipair of simulations are actually
closer, as it is clear from the figure that the predsference calculated is highly dependent
on the averaging period chosen. It is very clear,dwawn that the closest simulation to the
‘ideal’ 3D unscaled run is the unscaled 2D run, as thedcahs are rather moister.

In both cases, the maximum vertical velocities agidr in the 3D case (see Figures 6.18 and
6.20). The difference between the runs is slightlylleman the scaled case, which is rather to
be expected as the vertical velocities themselvessaraller due to the rescaling. The
dimensionality difference does not scale linearly wita scaling factor as predicted by the

theory, but is rather less sensitive than this.
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Figure 6.24: 12 hour running averages of the total column water vapalt four main
runs. Dark blue: 2D, unscaled, light blue: 2D, scaled, 3Bd:unscaled, pink: 3D, scaled

One quantity that shows a significant difference in sbaled simulations is the total cloud
cover. The 3D scaled run has considerably more cloudatinanf the other three ‘main’ runs
(the 2D unscaled and scaled runs and the 3D unscaledvhiol are all very close at around
40% cover, as can be seen in Figures 6.13 and 6.21. From thigyguamight be suggested
that the 2D scaled simulation is actually closer t® ‘itdleal’ 3D unscaled run than its 3D

counterpart.
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7. Conclusions

The interaction of cumulus convection with the largalsclimate system is a complicated
issue, which is as yet poorly understood. This lack of utatetsg translates into a difficulty
in providing an accurate representation of these systergeneral circulation models. The
main method used, parameterization, has improved gredtig ipast decades but it still has a
long way to go. The hypohydrostatic rescaling method intratlloge Kuanget al. (2005)
eliminates the need for a parameterization by increabmgcale of convective motions so
they can be explicitly resolved.

Using a cloud resolving model with a grid size of 2km, thiggmtanvestigated the validity of
this rescaling in two and three dimensions. When runwia timensions without any
constraints upon the horizontal mean winds, the redcateulation generated mean winds an
order of magnitude greater than those in the unscaledotmsimulation. A large dry
stratospheric circulation was also produced for whichphgsical analogue is apparent.
Constraining the mean winds to vanish identically eatéd these issues, and the 2D
simulations in this case were much more similar. Tisealehg does appear to increase the
horizontal scale of the convective updrafts as intenddh are also slower and penetrate
further into the atmosphere. The rescaled simulatiasalso invariably moister than their
unscaled equivalent. These differences are, on theewhohsistent with the changes that
have been found previously. They are also consistentthgtithree-dimensional runs in this
study.

When comparing the differences between 2D and 3D rutieiscaled and unscaled cases, it
was noted that most properties of the system varywéhsdimension in the scaled case than
in the unscaled case, although total cloud cover is a signifiexception to this rule. This
property is, indeed, closer to the control runs in thes@iulation than in the 3D.

Overall, it has been discovered that the known issuanodelling in 2D and the known
issues of the hypohydrostatic rescaling do not compound upoanotieer, and in fact appear
to have the opposite effect in many properties of theogpimere, reducing the overall

deviations from “reality”.
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This suggests that the use of the rescaling is as valdl,parhaps even better, in two
dimensions as in three. This has implications for appesmdhat make use of two-
dimensional modelling, such as superparameterizationcaitioly that these two methods
could possibly be combined.

Further work to evaluate whether this result holds forgés and larger simulations is
required. The domain used in the 2D simulation of this stsdymall, which inhibits the
organisation of convection and hence has a large effetite equilibrium state reached. The
differences caused by dimensionality are larger in bigipenains, and while the theory
would suggest that many differences would still be reducdusrcase, experimental work is
needed to confirm this.
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Appendix: Implementation of Hypohydrostatic
Rescaling in the Met Office LEM

R. S. Plant

This is a short note detailing the implementation of hyploostatic rescaling in the Met
Office LEM. It is included here in order to clarify thecaled” LEM simulations performed
and to ensure reproducibility of the results. The scaling iransform thev equation of
motion in the inertial frame from

Dw 10
F = 49— = p (D
t p Oz
into
» Dw 1dp
e 2)

“Dt T L0
where no Reynolds decomposition has been performed.

For the complete picture, this note is intended to éadralongside the LEM
documentation, particularly the scientific (Gretyal. 2001a) and programming (Gray al.
2001b) guides. Following the notation of Getyl. (2001a), thev equation used in the LEM
reads

Dw o (v , 107y i
—=—c | —— — 230U 3
Dt 0z (ps) S ps OT; €ajk 5 Uk (3)
In the hypohydrostatic case this becomes
, Dw a (v a? 07y, . ]
S A R, N P O T 4
fa Dy 5, (Ps) + B+ ). O, 20731 2 uy (4)

Notice that the rescaling factor appears not just inLdgrangian derivative but also in the
stress-tensor gradient and Coriolis terms on the-hghd-side. This is, of course, because
those terms originate from the Lagrangian derivativeninnartial frame prior to Reynolds
decomposition.

In order to understand the implementation of the hypohyatioscaling in the LEM code, it
is convenient to rewrite Eq. 4 as

o - = . ol 2 9
ow _ 1 {—0-2 ow _ 9 (‘D ) + B+ 07 _ 2026,—3_3;;‘.8'3_?-15.#} (5)

= h) U — e
ot a? dr;, 0z \ ps ps O0x;
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We consider the implementation in two parts: firsg thctor 14* outside the main brackets
on the right hand side of Eq. 5; and second, the scalmgrfainside the main brackets.

1. The LEM calculates a source termdosuch that Eq. 3 is represented as
Ow [0t = S, (6)

It updatesw with the product of this source term and the timesteplimositineSTEPW
Note, however, that the source term at that stage mmeimclude the contribution from
the pressure gradient. Ratheiis updated with the pressure gradient contributiof,san
subroutinePSTEP. We scale both of these updates so that

duw S,
— = 7
ot a? (/)

2. It remains to rescale certain of the controbution$:tp specifically the first, fourth and
fifth terms in the main bracket of Eq. 5. The first dodrth terms may be computed
within various subroutines of the LEM, according to whaxdvection scheme has been
chosen and whether the simulation is in two or thdigeensions. For the present purposes,
it suffices to record than the rescalings are performedtie subroutind VWSRCE or its
equivalent. The fifth term does not need to be explicitly resddhere since the Coriolis
force is absent entirely for the simulations in an-notation system that are performed
here.
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