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Abstract

A dry three-dimensional baroclinic life cycle model is ugednvestigate the role
of turbulent fluxes of heat and momentum within the boundaygt on mid-latitude
cyclones. Simulations are performed of life cycles for tvesib states, both with and
without turbulent fluxes. The different basic states pradagclones with contrast-
ing frontal and mesoscale-flow structures. The analysisdes on the generation of
potential-vorticity (PV) in the boundary layer and its se@ggent transport into the free
troposphere. The dynamic mechanism through which frictnitigates a barotropic
vortex is that of Ekman pumping. This has often been assumieel &lso the dominant
mechanism for baroclinic developments. The PV framewogklights an additional,
baroclinic mechanism. Positive PV is generated barodlhiaue to friction to the
north-east of a surface low and is transported out of the daynlayer by a cyclonic
conveyor belt flow. The result is an anomaly of increasedcsssdbility in the lower
troposphere which restricts the growth of the barocliniwevalrhe reduced coupling
between lower and upper levels can be sufficient to changehtmcter of the upper-
level evolution of the mature wave. The basic features oflteclinic damping
mechanism are robust for different frontal structureshwind without turbulent heat

fluxes, and for the range of surface roughness found overcbens.



1. Introduction

It is well established that the development of some midudg cyclones is highly sensitive to the
turbulent fluxes of momentum, heat and moisture in the bayridger. For example, Anthes and
Keyser (1979) described2ah mesoscale-model simulation which produced a cyclone tinaire
20hPa shallower with the inclusion of friction. Indeed, theéest to which friction is capable of
damping (or even of suppressing) baroclinic developmensslong-standing and much-debated
issue (Farrell 1986, 1989; Valdes and Hoskins 1988; MoodeMontgomery 2004). Within such
discussions, the dominant effect of friction is often asedro be Ekman pumping. As described
by Holton (1992) for instance, boundary layer convergensegbove a surface low center induces
low-level ascent which will act to spin-down a barotropircaiation.

The potential vorticity (PV) framework is a powerful one fucidating the dynamics of baro-
clinic systems (Hoskins et al. 1985). In this language, Bkmamping dampens a low-level cy-
clonic circulation through a reduction of PV above the lowtee (Sec. 3). However, there is good
evidence that other boundary layer processes are activeniergting and redistributing low-level
PV. Nakamura and Held (1989), for instance, showed thatdf@tclusion can extract PV from
the reservoir associated with a surface temperature gradieater Cooper et al. (1992) argued
persuasively against any special role for occlusion. THewtified several mechanisms (discussed
in Sec. 3) through which turbulent fluxes of heat and momemhay generate positive PV. Indeed,
a significant increase in domain-averaged PV was found tarogben a simple boundary-layer
turbulence parameterization was added to the two-dimeakBady model. This study was ex-
tended by Stoelinga’s (1996) partitioning of the generd&®din a marine cyclone simulated by
a full mesoscale model. For the particular case examinedbtiundary-layer parameterization

acted to reduce the overall low-level PV, but friction wasrid to be responsible for a positive



anomaly in the vicinity of the bent-back warm front (see theg. 7(e)). Frictional generation of
positive PV was also identified in a continental cyclone byiBat al. (1993). These results show
that attempts to understand the interactions between laoyitayer and synoptic-scale dynamics
in terms of Ekman pumping are incomplete.

Recently Adamson et al. (2006) (hereafter ABHP) studiedfiséonal generation of PV in
a baroclinic wave, and the subsequent transport of that RYtire interior of the flow. Their
emphasis on transport out of the boundary layer is impagrsamte “PV-thinking” is based on the
presence of a balanced flow. The simulations were interrteethiacomplexity between those of
Cooper et al. (1992) and Stoelinga (1996). A parameteoraif turbulent momentum fluxes was
included within a three-dimensional, dry, primitive-etjaa model of a baroclinic life cycle. Such
a setup permitted relatively straightforward identifioatiand interpretation of the PV changes
produced by friction.

The results confirmed that Ekman pumping produces a nedatienomaly, but this remains
confined to the lower part of the boundary layer. However, gsitpye PV anomaly was also gen-
erated through the action of friction. This occurred thitoagbaroclinic mechanism. Figure 1
illustrates those regions within a mid-latitude cyclonatthre favorable for PV generation through
the baroclinic mechanism. (The figure is taken from ABHP arshised on the structure of a linear
baroclinic wave.) The main source area is to the east anti4eadt of the surface low center. In
the life cycle studied by ABHP, PV generated in that area wassported by the ascending warm
conveyor belt into the free troposphere and then westwardsgystem relative sense) towards the
low center. A positive PV anomaly formed over the low cerjtest above the boundary layer. The
anomaly was constrained to a thin layer in the vertical, astién part due to the Ekman circula-

tion (Xu et al. 1988). Such a thin anomaly of PV is associatél high static stability (Hoskins



et al. 1985). Thus, although the inversion of such an anomalyyield a cyclonic circulation (see
Stoelinga (1996)), it nonetheless acts to dampen the daveot of a baroclinic wave by reducing

the coupling between the surface and upper-level waves.

[Figure 1 about here.]

ABHP’s picture is an appealing synthesis of their own andripres results. However, it is
unclear whether it provides a generic description of foictil effects in mid-latitude cyclones. For
instance, although Fig. 1 was deduced for a baroclinic waits linear phase, ABHP argued that it
should identify the source area of PV generation in genétak claim requires testing. Moreover,
even if the location of the source area is robust, transddtieogenerated PV might prove to be
different for a cyclone with different mesoscale flow strues.

Other issues concern the effects of turbulent heat and areiitixes, which were not included
in the simulations of ABHP. Such effects may be important nvgtending the ideas of ABHP
from idealized baroclinic waves to fully-realistic mictitade cyclones. Although turbulent fluxes
of moisture can reasonably be ignored in many cases, thegtsoas are crucial for cyclones in
which latent heating plays an important role (Uccellini etl®87). Similarly, turblulent fluxes of
sensible heat only have a modest impact on cyclone develupmeeneral (e.g., Ahmadi-Givi
et al. 2004; Reed et al. 1992, Table 2). However, sensiblefheas do provide an important
control on boundary-layer depth and stability and one megl@stion whether a thin, high-static-
stability anomaly just above the boundary layer can surtheg inclusion.

In this paper we develop the study of ABHP by considering lagiatype of frontal development
and other boundary layer processes. Our motivations arfolidvoFirst, as we have discussed
above, there are some important issues concerning thetnelsssof the ABHP picture. Second,
the simulations described here should provide a valualdgnrediate step between an idealized
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model and a full mesoscale model. It is non-trivial in a meatsmodel to isolate the interactions
of friction, turbulent heat fluxes and large-scale dynarnmas satisfactory way. The task is rather
more feasible, however, in the present context where a silmplindary-layer parameterization is
used in the simulation of baroclinic waves. It is expected the understanding gained from these
simulations will provide a useful guide and comparison f@ more complex issues of boundary
layer dynamics in forecast models.

The rest of this paper is structured as follows: Sec. 2 dessrthe simulations performed
and Sec. 3 discusses the physical processes that can geR¥ratithin the boundary layer. The
effects of the boundary layer parameterization on largdesdynamics generally and low-level
frontal structures in particular are described in Secs.45arespectively. The scene is then set for
a discussion of the low-level PV evolution, both without¢Sg) and with (Sec. 7) turbulent fluxes
of sensible heat included in the simulations. In Sec. 8 wesicen how anomalous low-level PV
restricts the growth rate of the baroclinic wave. Followsmgne remarks on the effects of varying
the surface roughness (Sec. 9), conclusions are presenssti 10, while an Appendix provides

details of the boundary-layer parameterization.

2. IGCM Simulations

As in ABHP, the simulations are performed with the Readingrimediate General Circulation
Model (IGCM) (Hoskins and Simmons 1975), which solves thg drimitive equations with a
spectral representation of variables in the horizontalasdyma co-ordinate in the vertical. The
model has been successfully used for a number of studiesrotlbac life cycles (for example
Simmons and Hoskins 1980; Thorncroft et al. 1993, and ret&® therein). The resolution used

here is T42 L19, and life cycles are initialized by adding he basic state the fastest growing



normal mode (normalized to have a surface pressure petiombz 1hPa) with wavenumber six.
Horizontal hyperdiffusion is applied by thé® operator with a decay rate for the shortest retained
wavelength ofth—!.

Surface temperature is prescribed as a function of latitrdg and held fixed in the simu-
lations. The boundary layer parameterizatioises a combination of the Charnock relation and
Monin-Obukhov similarity theory in the surface layer, armbae that a simple scheme based on
the mixing length approach of Louis (1979). Details can hentbin ABHP. Here the scheme
has been extended to include turbulent fluxes of sensible I@a completeness, the additional
expressions required are stated in Appendix A.

Here we compare two IGCM life cycles, referred to as LC1 an@ lb@ Thorncroft et al.
(1993), and distinguished by the basic state (see their Bi@s and 3(b)). The LC1 basic state
was also used for the simulations of ABHP, and is a balanaaukll/-symmetric configuration
designed to be representative of winter conditions over@a basin (Simmons and Hoskins
1980; cf. Valdes and Hoskins 1988). The LC2 basic staterdiffem that of LC1 only through the
addition of a barotropic component to the zonal wind thatiigbuates a cyclonic shear. As argued
by Hoskins and West (1979), this results in a more pronoumadh front. The LC2 baroclinic
wave also decays rather slowly, in marked contrast to the W&ae for which growth and decay
rates are comparable. Thus, the LC2 life cycle provides fuligst of the robustness of the ABHP
picture.

Running the LC2 life cycle with a boundary layer parametdran introduces a complication
that was not relevant to previous IGCM studies of barochvawes. This is because the LC2 basic

state has non-zero wind at the surface, and so the actiore gfattameterization may damage the

1This study attempts to establish basic dynamical mechanésrd their range of validity. While the use of other
parameterizations of the boundary layer may be an inteigestpic for future investigation, one would not expect see
O(1) changes in the results.



basic state itself. A similar issue arises when includingi@meterization of turbulent heat fluxes
in both the LC1 and LC2 life cycles. One could attempt to consage for such effects by imposing
additional tendencies in the equation set that would catheeaction of the parameterization on
the basic state. However, we do not consider such a strabdgy hecessary in practice. Table 1
shows the energy losses incurred in 20 day model integsatayrwhich the initial state is the basic
state (i.e., there is no normal mode perturbation). In thisld;, we have introduced a convenient
labelling scheme for the model runs, which will be used in mainder of this paper. The
subscript) denotes a run without the boundary layer parameterizatibereasn andh indicate
the inclusion of turbulent momentum and heat fluxes resgagti The identifiers also include a
letter and a number: the letter indicates the presence @)jsmnce (A) of the baroclinic wave and

the number refers to the basic state.

[Table 1 about here.]

Note first that the energy loss from hyperdiffusion (in runk, &And A2) is negligible. Al-
though there are indeed some losses caused by the boungaryp&ameterization, particularly
for the LC2 state, these remain small on the scale of the Is¢éaie. Importantly, the losses are

considerably weaker than the eddy energies produced wkeartimal mode is added.

3. Mechanismsof PV Generation

The IGCM simulations are dry so that the free tropospheneddnless and adiabatic. Numerical
PV generation is modest (ABHP) and therefore significanenm@tchanges to PV can only occur
because of the parameterized turbulent momentum and hees fl&collowing both Cooper et al.

(1992) and ABHP, in this section we use a simplified model efdbundary layer in order to focus



the discussion on the key physical processes capable afigraglsuch changes to the PV.
Letting square brackets denote a vertical average overdaoytayer deptth, the PV budget

for the boundary layer may be written (see ABHP) as

M e Vu P = () - 0 ®

where P is the potential vorticity and- its generation (defined in Eqg. 2). The subscipthas
been used to refer to horizontal components, while a sysiscrienotes evaluation at = h.
On the left-hand-side of EqQ. 1, the averaged PV is acted ugdhénatural generalization of the
advective derivative for a vertically-averaged field. Thght-hand-side consists of the PV fluxed
from the boundary layer into the free troposphere (secomd)tealong with the averaged local
PV generation. In writing the above budget, we have neglestene small terms dependent upon
density variations within the boundary layer or on derivagiof the boundary layer height.

From the equations of motion, instantaneous, local PV prolu is given by (Hoskins et al.
1985)

DP Do

_n_ 1 . v
—t:G—p<V><F Vo +¢ VDt) (2

whereF' is the frictional force and other symbols have their tradiéil meteorological meanings.
It is convenient to decompose both the frictional and diahaieces into contributions from the
horizontal and vertical components of the relevant dot pet&l Then, scaling the frictional force
and diabatic heating with the corresponding surface vdldesper et al. 1992), so that

T:05 DO OR
F_zg ) ﬁ_ Hsaza (3)



produces

1 2 1.0

e Pl
P (4)

where we have again neglected some small terms (ABHP). Tymqath interpretation of the above
equation is facilitated by assuming a linear decreasg afd R, the stress and heat flux profiles,
across the boundary layer depth right down to the surfacei&ooper et al. (1992); ABHP. See
Fig. 3.3 of Garratt (1994) for an example of data in suppothefapproximation.) This allows one
to perform the averaging analytically. The generation afrimary-layer PV can then be assigned

to four simple, distinct processes:

1 1.
[G] = — (—fAQ’LUE + -k x Ts - (VHQ)h — HSCZ(Z = h)
ph? p (5)

YVH, kX (v, — h[Vw])) ,

wherews, is the Ekman pumping velocity antld = 6(h, ) — 6(0,) is the potential temperature
difference across the boundary layé(/(, ) being just above any boundary layer inversion and

0(0,) the air temperature just above the surfaea).is defined as in Sec. 4 of Pedlosky (1987),

wg = k-Vx, (6)
pf

The first two terms appearing on the right-hand-side of EgqrBespond to the barotropic and
baroclinic frictional mechanisms discussed by ABHP. Th&t fibarotropic) term is the analogue
in PV terms of the Ekman pumping mechanism for the spindowanladrotropic vortex, while the

second (baroclinic) term is governed by the relative oagoh of the surface and thermal winds:



specifically, it is proportional to their negative dot pratiu

The direct effects of turbulent heat fluxes are given by tirel term, proportional to the surface
heat flux (,), and the fourth term, proportional to its gradienfThe third term is manifestly
barotropic, whereas the fourth term can be thought of asidpaasclinic. If one substitutes the
bulk aerodynamic formula for the surface heat flux into thetio term, it is immediately apparent
that the term will survive in the absence of baroclinicitwing to gradients of both the Stanton
number(Cy, and the lowest model-level wind speéd,|. However, direct evaluation of simulation
results shows that the most important contribution to thetfoterm comes from the action of
the gradient operator on the surface-layer stability fdctd; — ... EVen this baroclinic
contribution to the fourth term would not be expected to bpanant, since large discrepancies
between near-surface and surface baroclinicities areuahusndeed, we have checked that the
fourth term in EqQ. 5 is small throughout both the LC1 and LG tiycles.

In contrast, we have found that the third term in Eqg. 5 can geifscant. Its physical origin is
easily understood: heating of near-surface air reducdswhevel static stability, thereby (assum-
ing a positive absolute vorticity) reducing the PV. Assugtine initial near-surface air temperature
is in equilibrium with the temperature of the surface itseife therefore expects to find positive PV
generation in the warm sector of a northern-hemispherelatiidide cyclone, along with reduced

PV behind the cold front.

2The small contribution to this term arising from the avexhgerizontal gradient of vertical velocity was omitted
by Cooper et al. (1992).

3This is analogous to the observation of ABHP that the mosbitamt contribution to the first term in Eq. 5 (which
is proportional tok - V x T,) comes from the action of the curl operator on the faetpin the bulk aerodynamic
formula for the surface wind stress.
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4. LifeCycles

Before examining the low-level evolution of the simulateatdxlinic waves, we provide in this
section an overview of life cycle behaviour with the paragneed boundary layer included. For
the LCL1 life cycle, ABHP found that friction dampened thedmdinic wave and introduced a delay
of around one day in its evolution. Figure 2 shows that sinbkhavior occurs when friction is
introduced into the LC2 life cycle, albeit with a longer det about three days in the peak energy.
Turbulent heat fluxes have little effect on phase, but docedie energy content of the baroclinic
wave. Associated with these effects on eddy kinetic energycarresponding effects in other
measures of wave strength such as the pressure perturbatiorelative vorticity maximum (not

shown).
[Figure 2 about here.]

Since the baroclinic waves in different simulations evaalifferent rates it would not be
appropriate to compare results between simulations atcpkat, fixed times. Instead, we prefer
to make comparisons at roughly equivalent stages of thecyifdes. It is convenient therefore
to define times of early, mid- and later growth, at which theye#inetic energy has reached,
respectivelys, 33 and67% of its peak value. These times are listed in days for eachehrad in
Table 2. We also define an early decay time, at which the edustikienergy has fallen 5% of

its peak value.
[Table 2 about here.]

Figure 2 shows a marked contrast in the barotropic decayedf@1 and LC2 life cycles. This
was mentioned in Sec. 2 and can be understood in terms of grex-lgvel PV evolution, bearing
in mind that the jet location governs the relative contiidma$ of cyclonic and anti-cyclonic shear
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to the maintenance or destruction of PV structures (Thoftet al. 1993; Methven et al. 2005).
In Fig. 3 we show, for the early decay stage, the potentiaptature and winds on the dynamical
tropopause surface, PVV2PVU. In the LC1 case, energy growth and decay rates are cailgar
and each is reduced by the inclusion of a parameterized laoyhayer. Upper-level momentum
fluxes act to displace the jet northwards (Simmons and Hesk&Y8). Some limited cyclonic
turning of the potential temperature contours occurs ondgheamical tropopause during wave
development. However, this is followed by trough thinningireg to anti-cyclonic turning south

of the displaced jet (Fig. 3(a)). The thinning leads to demfatyre upper-level anomaly.

[Figure 3 about here.]

The LC2 life cycleP2, (without any boundary layer parameterization) evolvesegiiferently
from LC1, being marked by a much weaker rate of decay. In thée @ slight southern displace-
ment of the jet combined with the limited meridional extefiti® developing upper-level anomaly
means that cyclonic wrap-up dominates the evolution of theune anomaly. A highly-persistent
vortex is produced (Fig. 3(b)) which remains prominent ateéhd of the simulation, after 20 days.

When friction is included in LC2 (Fig. 3(c)), the behavioingsermediate between the two types
just described. A long-lived vortex is formed, as in LC2 waith friction, but a modest northerly
jet displacement as the wave approaches maturity now meahshiere is also significant anti-
cyclonic turning on the southern flank of the anomaly. Thusnaalous potential temperature is
extracted from the vortex, producing a streamer to the sdbidady erosion of the vortex means

that it is barely discernible after 20 days (not shown).
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5. Low-Leve Fronts

An important aspect of the ABHP picture is baroclinic frictal generation of PV, which is propor-
tional to the potential temperature gradient at the top efabundary layer (Eg. 5). It is important
therefore to consider the impact of the parameterized benyridyer on the evolution of low-level
fronts in these simulations. There is a considerable tieeadiscussing in more detail the effects
of boundary layer processes on frontogenesis, includinganical (e.g. Hines and Mechoso 1993;
Kuo and Low-Nam 1994; Thompson and Williams 1997; Rotunnal.et998; Bryan and Fritsch
2000) and analytical (e.g. Blumen 1980; Snyder 1998) studie

We base our discussion on the runs,Rind P2,, which have a parameterization of turbulent
momentum fluxes, but not of turbulent heat fluxes. We will déscthe impact of turbulent heat
fluxes towards the end of the section. Figure 4 shows the éoetlpotential temperature in the
mid-growth stage of B,l and PZ,. The LCL1 life cycle at this stage (Fig. 4(a)) is charactetisg
a pronounced cold front which wraps around the anti-cyclateng with a bent-back warm front.
At later times, the warm frontal gradient slackens, leathgcold front as the dominant feature.

Further development also draws warm sector air towardothefbrming a seclusion.

[Figure 4 about here.]

As mentioned in Sec. 2, the barotropic shear added to the 2GR Istate leads to a more
marked warm front. This is the dominant feature in the earbyngh stage (not shown), but during
the transition to the mid-growth stage the cold front inikes rapidly, such that it is of comparable
strength in Fig. 4(b).

Examining sequences of such plots for both LC1 and LC2 withvaithout friction (not shown)

reveals that the inclusion of friction dampens the low-léemperature wave, with the main effects
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occurring in the region of the warm front. For example, intbtite LC1 and LC2 life cycles the
strength of the cold front at the mid-growth stage is sintitethat in the corresponding run without
any boundary layer parameterization. However, at the ssage sthe warm front is clearly weaker
with friction included.

Retardation of low-level warm advection is particularlynked in the development of the LC2
life cycle. By the later growth stage, a seclusion of warmhais formed in the LC2 simulation
without boundary layer parameterization (Fig. 5(a)). Atidist bent-back warm front can also be
seen, which is largely absent from the LC2 simulation withtiion included (Fig. 5(b)). These
observations are consistent with the results of Kuo and Naw (1994), who discussed the role

of friction in the process of seclusion.
[Figure 5 about here.]

The asymmetric effect of friction on cold and warm frontsoad&curs in simulations of baro-
clinic waves with an Ekman boundary condition (Rotunno et1&898). During wave growth,
Ekman pumping is stronger in the vicinity of the warm frontce this is formed closer to the
low centef. The pumping cools the boundary layer, arresting the sysédative progression of
warm sector air. The present results support this intexpoet, the Ekman pumping velocity being
plotted in Fig. 4.

In the simulations performed here, the sea surface temperdgepends only on latitude. There-
fore, surface heat fluxes act to cool or warm near-surfacefach has made a meridional excur-
sion from its original position. As a result, near-surfaganfs are weaker in the model runs that
include such fluxes. Although one might expect this to lead teduction in the relative impor-

tance of baroclinic frictional generation of PV, the slauikeg of frontal gradients is diminished

4Consistent with the surface divergence field in a recent asitg of observed mid-latitude cyclones (Fig. 3b of
Field and Wood 2006), Ekman pumping occurs at and to the é#st tow center.
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with height (see Fig. 13 for an example) (Thompson and Wil§al997) and is rather modest

towards the top of the boundary layer.

6. Boundary Layer PV in LC2

We are now in a position to investigate the sensitivitiesriztibnal PV generation, and its sub-
sequent transport, to the low-level frontal structuresnseethe LC1 and LC2 life cycles. We
consider the runs Rland P2,, deferring to Sec. 7 a discussion of the effects of turbulheratt
fluxes. PV generation terms are computed from Eq. 5, with tumbary layer top being taken as
the model leveb = 0.92. As discussed by ABHP, this simple approach is reasonalsdhe
approximations made in obtaining Eq. 5 and is sufficient formresent purposes.

The detailed evolution of low-level PV in R1was described by ABHP. During growth of the
baroclinic wave, the inclusion of friction leads to the deyenent of two distinct PV anomalies:
() a negative anomaly at the base of the boundary layer josteathe low center; and, (ii) a
thin, positive anomaly just above the boundary layer. Thgatiege anomaly is generated by the
barotropic frictional term, whilst the positive anomalyweps from PV that is generated by the
baroclinic frictional term in an arc extending from just aldeof the leading edge of the cold front
to the vicinity of the bent-back warm front. The generatedifpee PV is transported out of the
boundary layer within the large-scale ascending flow of taemvconveyor belt and is then carried
westwards over the low center.

A notable feature of the LC2 life cycle with friction includeés that PV generation due to the
baroclinic frictional mechanism is active at the outsetha simulation. (The basic state contains
zonal flow at the surface and a thermal westerly wind.) Thelres the very earliest times is a

near-surface strip of anomalous PV betweerd(°N to 55°N. By the early growth stage, as the
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wave starts to develop, the anomalous PV becomes conahtmling the nascent warm front
(Fig. 6). Figure 7 shows the baroclinic frictional PV gerena (second term in Eq. 5), with a
source area that is consistent with the schematic diagralkigofl. At the early growth stage,
vertical velocities are small and so the generated PV resn@onfined to the lowest one or two
model levels. The barotropic frictional mechanism is juestdming active (not shown), and serves
as a partial counter to the baroclinic PV generation, altvegsouthern and western flanks of the

structure seen in Fig. 7.

[Figure 6 about here.]

[Figure 7 about here.]

By the mid-growth stage of B2 the baroclinic wave has developed a mesoscale flow capable
of transporting the generated positive PV towards the tap@fboundary layer and into the free
troposphere. Low-level ascending flow at this time is don@day rearward flow on the cold
side of the warm front: i.e., it takes the form of a cold-coymebelt (Carlson 1980; Browning
1999). Figure 8(a) shows the ascent at the top of the bourldgey. The low-level PV can be
seen in Fig. 9. The generated PV ascends and moves westw#nastive mesoscale flow to form
a positive anomaly above the low center at the top of the baynldyer (Fig. 9(c)). This is very
much reminiscent of the positive anomaly found in the LCledag ABHP. The main difference
in the PV generation is that this occurs in LC2 almost exgklgiat the warm front, whereas in
LC1, more modest generation towards the warm front is supghed by PV generation on the
warm flank of the cold front. There is a significant differemecehe subsequent transport to the
free troposphere, but in both cases, the generated PV isafalygpositioned to ascend within the

relevant conveyor belt flow.
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[Figure 8 about here.]

[Figure 9 about here.]

Another aspect of the mid-growth stage of,,PB that, as shown in Fig. 10, the regions of
frictional barotropic and baroclinic generation of PV starbecome spatially distinct. Although
there remains significant cancellation between the termesetis also sufficient displacement for
a region of net PV destruction to become established at arse& ¢b the surface low center. As in
the LC1 case, PV destruction in such a position produces atined®V anomaly in the lower part
of the boundary layer, above the low center. The anomaly eassebn at the later growth stage in
Fig. 11.

There is a transition in the frontal structure of, P€Sec. 5) such that the cold front becomes
prominent by the later growth stage. Related is a transitidine nature of the low-level ascending
flow, which is dominated by a cold-conveyor belt pattern ia thid-growth stage (Fig. 8(a)) but is
more typical of a warm-conveyor belt (Fig. 8(b)) by the lageowth stage. During the transition,
baroclinic frictional generation of PV becomes less asdedi with the remnants of the warm
front and more and more with the warm flank of the cold front.e Tverall result is that the
generation and transport of positive anomalous PV beconeesasingly similar to that in the LC1

case (Fig. 9.

[Figure 10 about here.]

[Figure 11 about here.]

5The reader who wishes to make a direct comparison is invitednsider Fig. 11 along with Fig. 5 from ABHP
and Fig. 9 here.
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7. Action of Turbulent Heat Fluxes

The inclusion of turbulent heat fluxes in the boundary laysameterization is potentially impor-

tant for two reasons. First, the fluxes may modify the actidnctional processes; for instance, by
altering the boundary-layer stability (affecting the dawpic frictional PV generation: see Eq. 5)
or by weakening frontal gradients (affecting the barocliinictional generation: see Sec. 5). Sec-

ond, turbulent heat fluxes may introduce direct effects eirtbwn (Sec. 3).

7a. Turbulent Heat Fluxesin LC1

We begin by comparing the LC1 life cycle runs,Pand P1,,, respectively without and with
parameterized turbulent heat fluxes. The effects of sucledlox the LC2 life cycle will then be
described.

Figure 12 shows PV generation terms computed faoy,Pat its early growth stage The
frictional generation terms (Fig. 12(a),(b)) are rathenikr to those found in B}, although the
baroclinic generation term is a little weaker, reflecting tieaker fronts (Sec. 5). More significant
is the introduction of the barotropic heat-flux term (thiedrh in Eq. 5, shown in Fig. 12(c)). As
anticipated in Sec. 3 this is positive where warm air has lsbrected northwards; i.e., in the
warm sector, particularly towards the developing warm tird?V destruction also occurs, where
cold air is advected equatorwards, but this is more clossg@ated with the high rather than low

pressure part of the baroclinic wave.
[Figure 12 about here.]

These remarks about the effects of turbulent heat fluxes ogdPération at the early growth

5The reader who wishes to make their own comparison with spaeding results from the Rrun is referred to
Fig. 9 of ABHP.
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stage also hold true during later development, and are aldgglain the effects on low-level PV

structure. The main PV structures seen (in Fig. 13) at thegrogvth stage of P1,, are':

1. negative anomalous PV that extends through the bounagey (centered at 20°W 50°N
in Fig. 13(a)). This is generated by the barotropic heatfiumn and is associated with the

high pressure part of the wave;

2. a negative PV anomaly at the base of the boundary layeragpstof the low (at- 60°W

55°N in Fig. 13(a)). This is generated by the barotropic friodbterm; and,

3. astrong, positive PV anomaly, with the PV being generagsat the crest of the temperature
wave close to the surface (at40°W 55°N in Fig. 13(a)) and then transported through the
boundary layer by the warm conveyor belt flow. The generatmurs due to the combined
action of the baroclinic frictional and barotropic heatxflierms, albeit partially offset by

cancellation with the barotropic frictional term.

The positive PV anomaly evolves similarly to the correspogdtructure in the run R1without
turbulent heat fluxes. PV generation continues to occurcdhloédhe northern part of the cold
front, particularly where the warm sector air approachesitarm front. With turbulent heat fluxes
included, such generation is associated with a weaker lifrictional term but near-surface
cooling produces significant generation from the barotrdy@at-flux term. The generated PV is
transported out of the boundary layer within the cyclonic b¥@nch of the warm-conveyor belt to

form an anomaly above the low center.

[Figure 13 about here.]

"The reader who wishes to make their own comparison with spaeding results from the Rrun is referred to
Fig. 5 of ABHP.
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7b. Turbulent Heat Fluxesin LC2

We now turn to the LC2 life cycle with the full boundary layearameterization, run B2 . Recall
that in the run P2, without turbulent heat fluxes, positive PV was generategitduhe baroclinic
frictional mechanism from the very beginning of the simwat In P2,,, such PV generation
again occurs, but the anomaly at the early growth stage sEderably smaller and weaker than that
shown in Fig. 6. Partly this is because the baroclinic foicél PV generation is somewhat reduced,
owing to weaker thermal gradients in the developing wavereMmportant, however, is that the
barotropic heat-flux term is also active at very early tineeg] is at those times predominantly
negative (the northerly component of meridional flow beingr@readily established).

From the early growth stage onwards, however, the effedigrbéilent heat fluxes in the LC2
life cycle are similar in character to those in LC1. This lastrated by Fig. 14, showing the PV
generation terms at the early growth stage. It may be cordparthe corresponding plot for the
P2, run in Fig. 7. The baroclinic frictional term has been somatwheakened over the warm
front (Fig. 14(b)), but this is partially compensated by residPV generation from the barotropic
heat-flux term (Fig. 14(c)). Asin B2 the PV generated to the east and north-east of the low center
is transported by the cold-conveyor belt, giving rise to di-gefined positive PV anomaly at the
mid-growth stage. Values of PV occurring in the anomaly ir,fPare smaller than those in its

counterpart in P2, due to the weaker net generation of positive PV at the bagjwf the run.

[Figure 14 about here.]

By the mid-growth stage of B2 barotropic frictional destruction of PV becomes spatiall
distinct from baroclinic frictional generation, so that egative PV anomaly can be seen at the

later growth stage (Sec. 6). The negative anomaly is moreeineely apparent in plots of the
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low-level PV from the P2, run (not shown), since it is no longer superimposed on sicaniti

background positive PV generated at the earliest times.

8. Static Stability

In Secs. 6 and 7 we have discussed low-level PV evolutiomdutie growth of simulated baro-
clinic waves. A recurring feature is a positive PV anomabelied towards the top and just above
the boundary layer over the low center. For the LC1 rup PABHP stressed that the PV anomaly
is thin and so associated with anomalously high staticlgiiab This point is crucial for their
explanation of the damping effect of friction upon the gnegvbaroclinic wave: the increased sta-
bility reduces the coupling between the surface and theiantanomaly in the wave. Here we test
whether the same interpretation holds for the other lifdecgonulations.

Figure 15 shows the zonal-mean static stability in both t6& bnd LC2 life cycles, using the
full boundary layer parameterization. Results for LC1 atltter growth stage appear in Fig. 15(a).
One feature to note is a region of high stability centered &@0°N ando ~ 0.8. This is due to
the stratospheric intrusion. There are also three feanfréise zonal-mean stability which are
signatures of the three low-level PV anomalies describedipusly (Sec. 7). First, a region of
low boundary-layer stability is centered to the south of lthe at ~ 40°N, associated with the
negative anomaly generated by the barotropic heat-flux amesim. Second, there is low stability
at the base of the boundary layer over the low{&@0°N), associated with the barotropic frictional
mechanism (i.e., with Ekman pumping). And, third, and meshpnently, there is indeed a high-
stability feature present at the latitude of the low and pgtg the upper part of the boundary layer
and the lower troposphere (betweenr- 0.98 and0.85). Similar features are also observed for the

LC2 life cycle in both its mid-growth (Fig. 15(b)) and latgrewth (Fig. 15(c)) stages, despite the
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changes that take place during this time in the frontal canéigion (Sec. 5), and consequently also

in the processes of PV generation and transport (Sec. 6).

[Figure 15 about here.]

9. Variation of Roughness L ength

Varying the surface roughness, there are competing effectse mechanisms for PV generation.
For instance, while increased roughness leads to increisss$es, it also dampens the low-level
temperature wave so that the net effect on PV generationgdydtoclinic frictional and barotropic
heat-flux terms is unclear. Although important effects meguo over a land surface (e.g., since
warm fronts are disproportionately weakened, (Hines andidso 1993)), we have checked that
changing roughness lengths by up to an order of magnituderisimulations is insufficient to
change the basic processes through which the marine bgulagar affects baroclinic wave dy-
namics. The negative PV anomaly associated with Ekman mgripiperceptible a little earlier
with increased roughness but its structure and strengthargystematically altered. The positive
PV anomaly also remains of very similar strength, althoughtransported a little further into the
troposphere with increasing roughness, with the resuttttieaassociated static-stability anomaly
is displaced upwards.

The qualitative change in behavior of the mature LC2 lifeleyfrom persistent to gradually-
decaying vortex (Sec. 4), requires only weak levels of s@rfaughness, occurring fog = 10-°m
with the full boundary layer parameterization or for = 10~°m with parameterized turbulent

momentum fluxes only.
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10. Conclusions

A simple parameterization of the turbulent fluxes of heat mwodnentum has been included in an
idealized three-dimensional baroclinic life-cycle modebllowing previous studies (e.g., Cooper
et al. 1992; Stoelinga 1996; Adamson et al. 2006) the reguitiodifications to baroclinic-wave
dynamics have been examined in a potential-vorticity frapork. Some previous studies have
highlighted the net frictional generation of positive Pi,marked contrast to the PV destruction
associated with the Ekman pumping mechanism. AnomalousyeoBYV is able to dampen baro-
clinic wave development because it is associated with exgthstatic stability in the lower tro-
posphere, reducing the coupling of upper and lower-levelsdStoelinga 1996; Adamson et al.
2006).

The focus of this study has been the impact of turbulent het$l on the wave damping, and
sensitivities to frontal structure and mesoscale flow pasteWe find that the essential features of
the damping are robust, at least for values of roughnesslfouer the oceans. Baroclinic frictional
generation of PV occurs in the eastern and north-eastetorsgddhe low, as argued by Adamson
et al. (2006) (see Fig. 1). Turbulent heat fluxes weaken wellfronts and somewhat reduce this
generation, an effect which is at least partially offset ingct PV generation due to a barotropic
heat-flux mechanism. Turbulent heat fluxes also act to rer®weén the cold-sector air to the
west, although this effect appears to be more closely assacwith the high pressure part of the
baroclinic waves simulated here.

Production of a thin, positive PV anomaly above the low cembgvards the top of the boundary
layer and in the lower part of the troposphere, occurs régssaf frontal structure and mesoscale
flow patterns. Either a warm or a cold front may be prominehelow-level temperature wave,

with the LC2 life cycle evolving from the former to the lat@rangement. In either case, however,
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positive PV is generated in a location that is favorablefansport within an appropriate conveyor
belt flow. Although the boundary layer circulation assamiatvith Ekman pumping may be a
significant factor in moulding a PV anomaly of the requiredysh (Xu et al. 1988), the direct
effect of EkKman pumping in spinning-down low-level vorticwould appear to be less important
than the baroclinic frictional PV generation and its sulosaq transport.

While the wave damping mechanism described by Adamson €2@0D6) is robust for dry
baroclinic waves, it remains to be seen whether it plays dasinole within real cyclones, in which
lower-tropospheric flows are modified by moist dynamics. ép of the results of Davis et al.
(1993) and Stoelinga (1996) are encouraging in this regardre some diagnostics computed for
real systems by Field (personal communication) and Simers¢mal communication). We intend

to report shortly on our own analysis of some real cases.

Acknowledgement R. Plant acknowledges funding from the UWERN programmepsttpd by

NERC.
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A. Boundary Layer Parameterization

The boundary layer scheme implemented into the IGCM parenzes vertical fluxes of both
momentum and sensible heat. A general description of thensehis given by ABHP, along with
details of the calculations for momentum fluxes. Some aultkiti expressions are required in order
to calculate the turbulent heat fluxes and these are prekbkate.

A bulk aerodynamic formula is used for the surface heat fluxend¢¢, the neutral Stanton
number,C'y, depends upon roughness lengths for heat and momentumi) &tectaken to be
identical. Variation of the Stanton number with surfaceelagtability is determined by Monin-

Obukhov similarity theory, using flux profiles from Arya (183

1+ 5z/Lyo for z/Lyio > 0
On = (7)

(1 — 15Z/LM0)_1/2 for Z/LMO <0

whereg,, is the non-dimensionalized profile atg;o the Monin-Obukhov length.
Above the lowest model level, a mixing length scheme basddars (1979) is used, with the
turbulent diffusion coefficient for heals;,, written as

Kn = I, | 5| fa(Ri), 8)

ov
z

0z

Here the mixing length,, is obtained from a modified Blackadar formula (ABHP) and tnection
f» of Richardson number accounts for the effects of stabiipecifically,

1
1+ 20Ri(1 + dRi)~1/2

- 3bRi
1 + 3bev/—Ri(l,,/2)?373/2
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forRi >0

fn= 9

forRi < 0




whereb = ¢ = 5 (Louis et al. 1982; ECMWF Research Department 1991) &nd 1 (Viterbo

et al. 1999; ECMWF Research Department 2002).
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Figure 1: Schematic illustrating the baroclinic mechanisnthe generation of PV due to friction
in the linear phase of a growing baroclinic wave. L and H dertloé surface low and high pressure
centers, the arrowheads denote near-surface wimgsafd the long arrows denote the thermal
wind (v7). Shading indicates regions wharg v is large, darker shading being used for negative
values (corresponding to positive PV generation). (Aftdafson et al. 2006)
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Figure 2: The domain-averaged eddy kinetic energy with artdout parameterized turbulent
fluxes of heat and momentum during (a) LC1 and (b) LC2 modeldifcles. The labelling for
each model run is described in full in Sec. 2. Subsdcrigenotes a run without the boundary layer
parameterization, whereas andh indicate the inclusion of turbulent momentum and heat fluxes
respectively.
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Figure 3: Potential temperaturgé K contour intervals) on the surface PVV2 PVU in the early
decay stage of runs (a) RAb) P2 and (c) P2,. The elapsed time is nine days in (a), fifteen days
in (b) and sixteen days in (c). Also shown are wind vectorshos surface, the scale for which
appears in the top right.
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Figure 4: Potential temperatur¢ K contour intervals) on the surface= 0.92 in the mid-growth
stage of the runs (a) R1 and (b) P2,. The elapsed time is six days in (a) and seven days in
(b). Also shown is the Ekman pumping velocityZ cms! contour intervals for positive contours
only; dashed). L and H denote the surface low and high pressmters respectively. In (b) the
highest pressure occurs to the north of the range of the figure
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Figure 5: Potential temperaturé K contour intervals) on the surface= 0.92 in the later growth
stage of: (a) PRand (b) P2,. The elapsed time is eight days in (a) and nine days in (b).d_Han
denote the surface low and high pressure centers resggctivéb) the highest pressure occurs to
the north of the range of the figure.
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Figure 6: Potential temperaturél contour intervals) and P\)(5 PVU contour intervals; dashed)
in run P2, in the early growth stage on the surface= 0.955. The elapsed time is five days. PV
values larger than.5 PVU are shaded. L denotes the surface low pressure centerhihest
pressure occurs to the north of the range of the figure.
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Figure 7: Boundary layer-averaged frictional generatiériP¥ (0.1 PVU/d contour intervals;
dashed) from the baroclinic generation term in the earlywgjistage of the run B2 The elapsed
time is five days. The zero contour has been suppressed aathgen rates larger in magnitude
than0.1 PVU/d are shaded, a darker shading being used for positivesia Also shown is the
potential temperaturel (K contour intervals) on the surface= 0.92. L denotes the surface low
pressure center. The highest pressure occurs to the ndtik cdnge of the figure.
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Figure 8: Ascent rater (0.02 Pas! contour intervals, negative values only; dashed) and piaten
temperature4 K contour intervals) on the surfaee= 0.92 in run P2, in the (a) mid-growth and
(b) later growth stages. The elapsed time is seven days an@jine days in (b). L denotes the
surface low pressure center. In both cases, the highesiyseesccurs to the north of the range of
the figure.
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Figure 9: Potential temperatureK contour intervals) and P\M)(5 PVU contour intervals; dashed)
in run P2, in the mid-growth stage on the surfacesda) 0.98, (b) o = 0.955 and (c)o = 0.92.
The elapsed time is seven days. PV values larger 2liaRVU are shaded. L denotes the surface
low pressure center. The highest pressure occurs to thie oftttie range of the figure.
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Figure 10: Boundary layer-averaged frictional generatdrPV (0.5 PVU/d contour intervals;
dashed) in the mid-growth stage of run,P2(a) barotropic generation term and (b) baroclinic
generation term. The elapsed time is seven days. The zetowolmas been suppressed and
generation rates larger in magnitude ttiah PVU/d are shaded, a darker shading being used for
positive values. Also shown is the potential temperatdr& contour intervals) on the surface

o = 0.92. L denotes the surface low pressure center. The highesdypeesccurs to the north of
the range of the figure.
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Figure 11: Potential temperaturé K contour intervals) and PVO(5 PVU contour intervals;
dashed) in run BR in the later growth stage on the surfacesd4a) 0.98 and (b)oc = 0.955.
The time elapsed is nine days. PV values larger tharPVU and smaller thar-0.5 PVU are
shaded, a darker shading being used in the former case. ltedcthe surface low pressure center.
The highest pressure occurs to the north of the range of theefig
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Figure 12: Boundary layer-averaged generation of P35 PVU/d contour intervals; dashed)
in the early growth stage of run R1: (a) barotropic frictional generation term, (b) barodiini
frictional generation term, (c) barotropic heat-flux gextiem term. The time elapsed is four days.
The zero contour has been suppressed and generation rgessitemagnitude thaf.05 PvU/d

are shaded, a darker shading being used for positive vallEsshown is the potential temperature
(4 K contour intervals) on the surface= 0.92. L and H denote the surface low and high pressure
centers.
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Figure 13: Potential temperaturé K contour intervals) and PVO(5 PVU contour intervals;
dashed) in run B}, in the mid-growth stage on the surfaces a}3 0.98, (b) o = 0.955 and
(c) 0 = 0.92. The time elapsed is six days. PV values larger th&vU and smaller thaf PVU
are shaded, a darker shading being used in the former cased H denote the surface low and
high pressure centers.
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Figure 14: Boundary layer-averaged generation of ®YPVU/d contour intervals; dashed) in the
early growth stage of run B2: (a) barotropic frictional generation term, (b) barodiifiictional
generation term and (c) barotropic heat-flux generatiom.tefFhe elapsed time is five days. The
zero contour has been suppressed and generation ratesitargagnitude thard.1 PvVU/d are
shaded, a darker shading being used for positive value® gkiswn is the potential temperature
(4 K contour intervals) on the surface= 0.92. L denotes the surface low pressure center. The
highest pressure occurs to the north of the range of the figure
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Figure 15: Zonal-mean static stability & 10~° s=2 contour interval) in the (a) later growth stage
of run P1,,,, (b) mid-growth stage of run B2 and (c) later growth stage of run P2 The elapsed
time is seven days in (a), seven days in (b) and nine days.irstapilities larger than.5 x 10~*
s2 are shaded.
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Table 1: Energy losses afted days of integration, using the basic state as the initiaést@he
run label is constructed from the basic state used, and whethnot parameterized turbulent
momentum and heat fluxes were included. See text for deEaikstgy lost is given as an absolute
value, as a fraction of the total initial-state energy and &sction of the maximum eddy energy
obtained from the corresponding run with the normal modeddd the initial state.

Run | Initial Momentum Heat| Energy lost Fraction of Fraction of
label | state fluxes fluxes (kJm2) total (%) eddy energy (%)
Al, LC1 No No 12.8 0.07 1.17

Al,, | LC1 Yes No 61.0 0.32 8.16
Al,, | LC1 Yes Yes 38.7 0.20 5.91

A2, LC2 No No 10.5 0.06 0.78

A2, | LC2 Yes No 184.5 0.98 18.72
A2, | LC2 Yes Yes 104.9 0.56 13.82
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Table 2: Equivalent times (at the end of the nearest whol¢ iathe life cycles of each model
run. The times of early, mid- and later growth occur for anyekidetic energy that is, respectively,
5, 33 and67% of its peak value. The early decay time occurs for an eddgtidrenergy that has
fallen to75% of its peak value.

Run | Early Mid- Later Peak Early
label | growth growth growth decay
Pl 4 6 7 8 9
P1, 4 6 7 9 10
PLl.. 4 6 7 9 10
P2 5 7 8 10 15
P2, 5 7 9 13 16
P2.n 5 7 9 13 15
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