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Abstract

The mesoscale organization of tropical convection is an important atmospheric phenomenon,

which often goes untreated in Convection Parametrization Schemes (CPSs). A methodology

for designing changes to CPSs so that they can represent some aspects of shear-induced

organization is developed. Wind profiles from a climate model that are associated with the

organization of convection are identified, by using a novel clustering procedure to produce

a set of 10 Representative Wind Profiles (RWPs).

Idealized radiative-convective equilibrium experiments with a cloud-resolving model are

performed. The wind profiles in the experiments are varied to investigate the effect of shear

and surface wind on the cloud field and mean atmospheric state. Convection is stimulated

by prescribed cooling in forcing experiments, and by relaxation back to a reference state in

relaxation experiments. From the forcing experiments we find that organization and cloud

lifetimes are dependent on shear, and that thermodynamic properties of the atmosphere

show some dependence on surface wind. A robust relationship between the low-level shear

and the organization of the cloud field is found. Relationships between the organization and

both the mean lifetime of clouds, and the mean mass flux per cloud are also found. The

Convective Available Potential Energy (CAPE) is found to be related to the surface wind.

The relaxation experiments provide information about the convective response as a

function of the imposed wind profile. Contrary to our expectations, the organized convective

response is found to produce upper-level cooling and lower-level heating. We determine

that this is due to the CAPE in the reference profiles, and the need to maintain a fixed

thermodynamic profile.

The results are used to design changes to existing CPSs to make them “sheare-aware”.

Methods for assessing the “shear-aware” schemes, and their representation of organization,

are also discussed.
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Chapter 1

Introduction

Convection in the atmosphere can take many forms. Below, we introduce tropical convection,

starting with its essential nature before describing how a convective cloud is formed in the

atmosphere. To provide motivation for this thesis, we describe how convection can become

organized on larger scales than individual convective clouds (Sect. 1.2), and why this might

be important for climate models. We briefly introduce convection parametrization schemes

(Sect. 1.3), the Radiative-Convective Equilibrium idealization of the atmosphere (RCE;

Sect. 1.4), and modelling of cloud field organization (Sect. 1.5). We will explore these topics

in more detail in the following chapter. We finish this chapter by laying out the aim of this

thesis, and what steps we will take to meet this aim.

1.1 Convection in the atmosphere

Atmospheric convection arises through the action of gravity on differences in density. This is

predominantly caused by variations in the temperature and, to a lesser extent, the moisture

content of the air. Both of these effects can be modelled, under the assumptions of the

ideal gas equation of state and the anelastic approximation, by:

B = g

(
θ′v
θv

)
, (1.1)

where B is the buoyancy acceleration, g is the acceleration due to gravity, θv is the mean

1
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virtual potential temperature and θ′v = θv − θv is the perturbation of virtual potential

temperature. This simple equation has far-reaching implications when it is used to describe

convection within the dynamic atmosphere, revealing a wealth of complexity.

Convection can also be thought of as a removal of instability. The instability, commonly

measured by the Convective Available Potential Energy (CAPE; Sect. 2.3.1.5), can be built

up by many mechanisms, for example: surface heat fluxes, radiative cooling and upwards

motion of air. Convection will act to rearrange the air in the atmosphere to remove this

instability and reach a lower energy state, provided that there is enough energy present to

trigger the convection in the first place. The Convective INhibition (CIN) is a measure of

the energy barrier to convection forming. These two complementary views of convection

serve to highlight the point that it is caused by a local phenomenon, and that its overall

effect can be non-local.

Considering only the dry case in an extremely idealized experiment, convection can

act to organize the overall flow of a fluid. In the case of Rayleigh-Bénard convection

(Rayleigh, 1916), where a thin layer of fluid is subject to a negative temperature gradient

between its bottom and top, convective cells can form as the lower layer of the fluid

becomes warmer than the upper and so becomes positively buoyant. The fluid rises in the

centre of these cells, and descends along their common boundaries. The organization is

dependent on a parameter: the ratio of convective to conductive heat transport, or the

Rayleigh number. Simple numerical experiments using only leading order truncations of

the equations developed to model this phenomenon led to the discovery of chaos (Lorenz,

1963).

The presence of moisture complicates the situation dramatically due to its changes

in phase. In the atmosphere, as an air parcel rises it cools adiabatically as the pressure

decreases. If the parcel has any water vapour in it, then when the water vapour pressure is

equal to the saturation water vapour pressure for the given temperature, the water vapour

may condense at the parcel’s Lifting Condensation Level (LCL). This process is dependent

on there being sufficient numbers of Cloud Condensation Nuclei (CCN), making it dependent

on the physical, chemical and biological composition of the air. The collision-coalescence

processes add extra complication to cloud liquid water and rain formation. Perhaps the most

important effect, though, is the release of latent heat that occurs as the water condenses,
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which increases the buoyancy of the air relative to its environment and thereby enhances

the convection.

On further rising, adiabatic expansion will cause the temperature of the parcel to

decrease to below the freezing point of the liquid water. Ice can exist above this level, but

pure water will not spontaneously freeze until it reaches a temperature of −42 °C. Often,

condensation nuclei will mean that ice will form at higher temperatures than this. A variety

of microphysical processes, such as the Bergeron-Findeisen process, are responsible for the

formation and growth of ice crystals. These crystals can have many shapes due to the

hexagonal structure of ice, and dependent on the particular conditions in which they formed.

Additionally, they can aggregate together, or accrete water forming graupel or hail. All

of these phase changes, and their reverse, are associated with a release or uptake of heat,

which complicates the modelling of convection in one single cloud parcel.

The above discussion considers a single parcel of air. Clouds can be considered as a

collection of such parcels in a convective updraught, although in so doing it is necessary to

remember that as these parcels move relative to their surroundings, turbulent processes

will cause mixing between the parcel and all other parcels. The mixing will be strongest at

the interface between the updraught and the environment, where the local wind shear is

the strongest. This mixing process is two-way: the cloud plume entrains environmental air,

which is typically cooler and drier, and the plume detrains air, which is typically warmer

and moister, into the environment. The entrainment process can be favourable for the

cooling of the environmental air, as the evaporation of the cloud liquid water will cause its

temperature to drop below its original value. This can lead to the formation of convective

downdraughts in the vicinity of clouds, which may be further enhanced by the drag and

evaporation of rain.

Dependent on the state of the atmosphere, a convective plume may reach all or none of

the heights mentioned above. In the case of thermals in the Boundary Layer (BL), they

may not have enough vertical momentum to rise above the capping inversion at the top

of the BL and reach the LCL. That is, they might not have enough energy to overcome

the CIN barrier. Thermals that reach the LCL, and so form clouds, may hit another

inversion. An example of this are the trade wind cumulus clouds, where the descending

branch of the Hadley cell causes a temperature inversion through adiabatic heating. In this
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case, the heating from condensation will be balanced by cooling from re-evaporation of the

cloud liquid water at the top of the cumulus clouds, which is caused by entrainment of

the environmental air. This will lead to a redistribution of energy across the height of the

cumulus layer, but no net release of heat in the vertical column containing the cloud.

Convective plumes that penetrate higher may reach the Level of Free Convection (LFC).

This is where a cloud parcel attains positive buoyancy, through the release of its latent

heat from the condensation of its water vapour. The cloud plume will now rise until it

reaches a level where it no longer has positive buoyancy at the Level of Neutral Buoyancy

(LNB), and could well overshoot this level due to its upwards kinetic energy. Dependent

on the vertical profile of the atmosphere and on how much the parcel entrains or detrains

environmental air, this can be in the mid-troposphere in the case of cumulus congestus

clouds, or it could reach to the tropopause and beyond in the case of deep convection, or

cumulonimbus clouds.

Above the tropopause, temperature increases because of the absorption of ultra-violet

light by ozone in the stratosphere. There is therefore a temperature inversion at the

tropopause, which inhibits convection above this level. The maximum vertical scale of deep

convection is thus the depth of the troposphere (with a small overshoot), or approximately

15 km in the tropics. The horizontal scale of a single convective cloud cell is of the order

of 1 km. However, under certain conditions, these clouds can organize into larger groups,

known as Mesoscale Convective Systems (MCSs). MCSs can have horizontal length scales

far larger than the individual cells of which they are formed, up to 1000 km in length

(Redelsperger, 1997), but typically of the order of 100 km.

On a planetary scale, convection plays a vital role in the ascending branches of the

Hadley and Walker circulations. These circulations cannot be explained by large-scale

ascents of air; under large-scale ascent the vertical profile of Moist Static Energy (MSE)

in the atmosphere would mean that it would build up in the middle troposphere. This is

opposed to the observed supply of MSE at the surface through sensible and latent heat

fluxes, and loss of MSE at the tropopause through radiation to space (Yano, 2016c). This

inconsistency can be resolved by the “hot-tower” mechanism of Riehl and Malkus (1958),

whereby convection acts in tall thin towers to transport MSE directly from the top of the

BL to the tropopause. Indeed, this mechanism provides a basic model for the mass flux
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parametrization schemes described in Sect. 2.3.1.

Convection therefore affects atmospheric motion on scales ranging from individual

thermals all the way up to the general circulation. On a local level, convective storms

produce the most intense precipitation over time periods of minutes to hours. On a global

level, convection drives the largest-scale circulations which vary over months to years.

The consequences of the simple idea embodied in Eqn. 1.1 have a profound effect on the

atmosphere. Understanding atmospheric convection, and how to represent it in numerical

models, is therefore of importance to realistically simulating all aspects of our atmosphere.

1.2 Mesoscale organization of convection

Organized convection, in the form of MCSs, forms a major part of the total precipitation

budget in the tropics. For example, Yuan and Houze Jr (2010) find that 56 % of tropical

rainfall came from MCSs in 2007. Large-scale vertical wind shear, particularly low- and

mid-level shear, can be an important causal factor in the formation of MCSs, particularly

squall lines (e.g., Thorpe, Miller and Moncrieff, 1982; Robe and Emanuel, 2001; LeMone,

Zipser and Trier, 1998). Determining the distribution of shear in time and space could

therefore provide information about where shear-induced organization is likely to occur. In

Chapter 3, we apply a novel algorithm to determine where different sheared conditions that

are likely to be associated with the organization occur.

MCSs are often the cause of extremes in precipitation and surface wind. Representing

them in climate models is therefore important if the focus is extreme weather. As well as

being large compared to individual convective clouds, they are long-lived, lasting for hours

or even days. Their timescale is therefore larger than individual clouds, which typically

persist for around one hour. Due to their longer duration, regions in which MCSs are

present will be likely to exhibit greater temporal coherence than regions without mesoscale

organization. Representing this in climate models could have an effect on the models’

variability.

As well as being affected by the large-scale environment, MCSs can also affect the larger

scales. Due to the mesoscale circulations that form part of the MCS, changes in the heating

profile occur. Compared to a collection of unorganized convective clouds, the heating due to
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MCSs exhibits a heating dipole – relatively more heating in the upper troposphere and less

heating in the lower troposphere (see Fig. 1.1). For the stratiform response, the upper-level

heating is due to mesoscale ascent and condensation of water, and the lower-level cooling is

due to melting and evaporation. The heating dipole can feed back onto the larger scales

through mechanisms such as acting as a source of atmospheric waves or creating potential

vorticity anomalies (Houze Jr., 2004). Additionally, organized convection can cause vertical

transports of horizontal momentum, leading to upgradient momentum fluxes that act to

increase the shear on larger scales (e.g., LeMone, Barnes and Zipser, 1984).

Figure 1.1: From Schumacher, Houze Jr and Kraucunas (2004), adapted by Houze Jr.

(2004). Shows: (a) the profiles of convective and stratiform rain rate on a non-dimensional

x-axis, and (b) the profiles of net heating by an MCS for different fractions of stratiform

precipitation.

1.3 Representation of convection in climate models

Climate models currently have grid-lengths of the order of 200 km (Flato et al., 2013, Table

9.A.1). This means that they cannot resolve individual convective clouds. The effects of all

the convective clouds within a grid-column must be parametrized, so that the heating and

moistening produced by the clouds can feed back onto the larger scale grid-column. The

dominant paradigm for formulating Convection Parametrization Schemes (CPSs) is to use

a mass-flux model of convective clouds (Sect. 2.3.1.2), coupled with the concept that the

convective response must be in balance with the large-scale forcing – the quasi-equilibrium

assumption (Sect. 2.3.1.5). In this paradigm, the interaction between clouds, if there is

any, is assumed to be mediated by their common environment. Under this paradigm, the
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strength of the convective response is typically only a function of the thermodynamic state

of the atmosphere.

The organization of convection is seldom represented in CPSs. Some notable exceptions

will be discussed in Sects. 2.3.4 – 2.3.6, however the majority of operational schemes in

climate models do not include the effects of MCSs. This could be because it is difficult to

determine when the organization of convection occurs, and how it should be represented.

From the previous section, we have seen that organized convection can have many effects

that have an impact on the large scales. Additionally, many MCSs will be smaller than the

grid-lengths of current-generation climate models. For these reasons, we will investigate

ways in which CPSs can be made aware of shear-induced organization, in addition to

their dependence on the thermodynamic state of the atmosphere. We choose to look at

organization which is dependent on the large-scale wind field because of the strong links

between shear and organization (Sect. 2.1). We expect that, if a CPS is made to represent

shear-induced organization, this could help improve climate models’ behaviour in regions

where this form of organization is present, and possibly beyond, due to teleconnections and

the stimulation of large-scale atmospheric waves.

1.4 Radiative-convective equilibrium

RCE is an idealization of the atmosphere in which radiative cooling is in equilibrium with

convective heating. It was originally introduced in a seminal paper by Manabe and Strickler

(1964), and has gone on to be used in a variety of ways because of its simplicity and utility.

It is an extension of previous work which considered only a radiative equilibrium (Manabe

and Möller, 1961), which leads to an atmosphere which is unstable to convective motion. It

can be expressed as

QR(z) +Qc(z) = 0, (1.2)

where QR is the radiative heating due to thermal (infrared) radiation, and Qc is the convec-

tive heating due to latent heat release and vertical transfers of heat by convection. Under

assumptions that both processes work as an adjustment, which both have characteristic

timescales (Emanuel, 1994, pp. 475–476), RCE can be used to calculate a temperature

profile for the atmosphere. The resulting profile is a good approximation for the large-scale

tropical atmosphere (e.g., Emanuel, 1994; Tompkins and Craig, 1998; Plant and Yano,
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2016).

The simple RCE model bears little resemblance to the complex picture of convection

outlined above. It can, however, be understood in terms of the statistical properties of many

convective cells averaged over a large-enough area, or equivalently the properties of one cell

averaged over many of its lifetimes. In this sense, it is possible to build a high-resolution

model of RCE. Here, the domain must be large enough for there to be enough clouds that

the statistical RCE balance can be established. This bears some relationship to the concept

of quasi-equilibrium; the relationship is further explored in Sect. 2.3.1.5.

1.5 Numerical modelling of atmospheric convection

High-resolution numerical simulations that resolve some of clouds’ internal dynamics and

their interactions with other clouds and the environment can be a useful tool for investigating

how cloud fields and the mean atmospheric state respond to large-scale drivers. In this

context, we consider models with grid lengths of O(1 km) or finer to be high-resolution

models. The paradigm of RCE is often used as an idealized framework which provides the

large-scale forcing for the simulations. In an RCE experiment, the forcing is often modelled

as a prescribed cooling which represents the radiative cooling, QR. This places certain

constraints on the simulation. For example, a prescribed cooling removes energy from the

simulated atmosphere. The simulations are run until they reach statistical equilibrium.

This means that the energy fluxes into the model, provided by surface heat fluxes, must

balance the energy flux out of the model from the prescribed cooling (see Sect. 4.1.1). We

call this setup a forcing experiment, and we perform forcing experiments in Chapters 4 and

5.

Alternative constraints are possible. Instead of fixing the prescribed cooling, which

determines the temperature forcing of the simulation, the profiles of temperature and

moisture in the simulations can be relaxed back to a reference state (see Sect. 6.1). The

amount of relaxation that has to be done then yields useful information about the heating

and moistening of the simulation relative to its reference state. We make use of this in

Chapter 6, where we perform relaxation experiments in different sheared environments

to determine how the heating and moistening changes as a function of the dynamical
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environment.

High-resolution experiments can provide useful information about how cloud fields

organize in the presence of a sheared large-scale environment. By performing simulations

with different wind profiles, that vary both the shear and the surface wind, we will provide

useful information about how these two drivers affect cloud field organization and the mean

state of the atmosphere. Because the experiments reach a state of statistical equilibrium,

the information that they provide is well suited to informing the design of CPSs that use

the quasi-equilibrium assumption. We can thus use the information from these experiments

to design modifications to CPSs that will allow them to represent some of the effects of

shear-induced organization of convection (Chapter 7).

1.6 Thesis aim and outline

In the above we have identified a shortcoming of CPSs, namely that they are not influenced

by the organizing effects of the dynamic conditions of the grid-column. The overall aim of

this thesis is therefore:

To design a way of representing shear-induced organization in a CPS.

Having set the direction of travel, we must work out how to get there. To meet the aim,

we break the problem down into the following three goals:

G1 Identify locations in a climate model where shear-induced organization of convection

is likely to be active. Obtain information about the associated dynamic conditions as

represented by the wind profiles;

G2 Determine how different dynamic conditions affect the equilibrium properties of cloud

fields. Investigate both the effect of shear and of surface winds;

G3 Use information about where the organization of convection is active and the cor-

responding changes to the properties of the cloud field to design modifications to a

convection parametrization scheme.
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The rest of the thesis is laid out as follows. In the following chapter, a review of the

relevant literature is presented. This includes background information on shear-induced

organization of convection, such as squall lines. We then review idealized modelling of

shear-induced cloud field organization, paying attention to those studies which investigate

aspects of the cloud field that are directly relevant for a CPS. An overview of CPSs is given,

before looking into previous attempts to include some representation of organization into

CPSs.

In Chapter 3, we address G1. We do this by running a climate model, and classifying

the dynamic conditions in the climate model that are likely to be associated with the

organization of convection. In doing so, we create a climatology of shear conditions which

can be related back to previous climatologies of the organization of convection and regional

case studies of squall lines. The main result from this chapter is a set of 10 Representative

Wind Profiles (RWPs) - wind profiles that represent the dynamic conditions that are likely

to be associated with organization in the climate model.

In Chapters 4, 5 and 6, we address G2. In these three chapters we conduct a set of

high-resolution RCE experiments designed to systematically investigate how cloud fields

are affected by dynamic conditions. In Chapter 4, the response of cloud fields and mean

atmospheric states to wind shear and surface winds is investigated using simple wind

profiles. Four forcing experiments using simple wind profiles allow us to distinguish between

the effects of both shear and surface winds independently. This chapter introduces the

model setup and analyses used in the subsequent two chapters. Because there are only four

experiments, the results can be presented in some detail. Due to the use of simple wind

profiles, interpretation of the results is straightforward. Thus, the results of this chapter

can be easily understood and used to aid in the interpretation of the results presented in

the subsequent two chapters.

In Chapter 5, the methods and results of Chapter 4 are built on and extended. Forcing

experiments are performed using the 10 RWPs from Chapter 3, which are more complex

than the simple wind profiles used in Chapter 4. The same analyses as in Chapter 4 are

run, but the focus of the results is at a higher level so that all of the 14 experiments of these

two chapters can be compared against each other. We look for changes in the properties of

the cloud field and mean atmospheric state that are due to the dynamic conditions in each
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of the experiments. In doing so, we find relationships that directly relate the cloud field to

the dynamic conditions in a way which can be used by a CPS.

We use a different way of investigating the cloud field response to dynamic conditions

in Chapter 6. Using the four experiments of Chapter 4 to provide reference thermodynamic

states for the atmosphere, we perform eight relaxation experiments that allow us to elucidate

the relationship between shear, surface fluxes and the organization of convection.

We finish the logical structure of the thesis by addressing G3 in Chapter 7. Here,

we present designs for modifications to a CPS that would make the scheme shear-aware.

That is, the scheme responds to the dynamic conditions to represent the shear-induced

organization that would result from the wind profile in the grid-column. The designs draw

on the findings of the previous chapters, and act as a synthesis of what has been found.

A conclusion to the thesis is laid out in Chapter 8. We revisit the goals set out above,

and assess the extent to which the aim of the thesis has been met. Some limitations of

the work are given. Possible extensions of the work, which would address the limitations

and expand its scope, are outlined. Finally, a summary of the main results is given, and

the novel contributions that have been made to representing shear-induced organization of

cloud fields in CPSs are highlighted.
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Chapter 2

Literature review

There are three broad topic areas that we need to cover in order to lay the foundations for

the following thesis. First, the observational evidence of the organization of convection in

the tropics is reviewed (Sect. 2.1). We discuss the effects of organized convection on the

larger scales, and pay particular attention to the role of shear in organizing convection.

Second, we will make use of idealized models of cloud fields under different environmental

conditions in Chapters 4, 5 and 6. We discuss previous studies which have motivated the

current study, and studies that have performed similar experiments to ours (Sect. 2.2).

We draw attention to results from previous studies which simulate cloud fields in different

sheared environments, and results which have been used to develop changes to convection

parametrization schemes (CPSs).

Third, we present an overview of CPSs (Sect. 2.3). We first present a simplified mass-flux

scheme to introduce many of the concepts that will be used in this chapter and in Chapter

7 (Sect. 2.3.1). We follow this by a discussion of several parametrization schemes which are

relevant for future chapters (Sects. 2.3.2 and 2.3.3), or were specifically designed to model

some aspect of cloud field organization or the role of shear (Sects. 2.3.4 – 2.3.8).

We finish this chapter with a summary (Sect. 2.4). We highlight the key findings from

previous studies that we will build on in the remainder of this thesis. From the reviewed

literature, we identify some areas where more research is needed. Our aim and goals (Sect.

1.6) were developed to address these areas.

13
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2.1 Tropical mesoscale convective systems and squall lines

Mesoscale Convective Systems (MCSs) are defined as an aggregation of convective clouds

that are embedded in a corresponding mesoscale flow. They are often observed with a

precipitating stratiform region of cloud (Houze Jr., 2004). One common criterion for

identifying MCSs is the existence of a contiguous precipitation area of 100 km or more in

any direction (Houze Jr., 2004). Larger MCSs can be classified as Mesoscale Convective

Complexes (MCCs), which are defined as long-lasting, quasi-circular MCSs, which cover

large areas and have extremely cold cloud tops (Maddox, 1980). One particular structure

that MCSs and MCCs can take is a linear arrangement of convective clouds, which are

embedded in a larger region of stratiform clouds. This is called a squall line, and these

are often associated with low- and mid-level shear (e.g., LeMone, Zipser and Trier, 1998).

Below, we will review some of the main characteristics of MCSs, before proceeding to focus

on tropical oceanic squall lines, and the mechanisms which can lead to their formation.

Comprehensive review articles on MCSs (Fritsch and Forbes, 2001; Houze Jr., 2004;

Houze Jr., 2018) give overviews of the field. The breadth and depth of the field is made

clear by these reviews and the range of cited studies within them. Some general points that

are made by all of these reviews are that:

• MCSs are often responsible for extreme weather, including heavy and persistent

rainfall, and strong winds.

• They have long lifecyles, lasting for 6 hr or more.

• They are observed over the tropics and mid-latitudes, and are responsible for a large

part of the total precipitation.

• Low-level shear is an important environmental factor in their formation and propaga-

tion.

• They can have an influence on the large-scale environment in which they are formed.

In Houze Jr. (2004) and Houze Jr. (2018), the heating profile of MCSs is emphasized.

This takes the form of a convective response, and a stratiform response, as shown in Fig.
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1.1. The top-heavy heating of the stratiform response has important implications for the

effects of MCSs on the large-scale atmospheric flow. For example, Schumacher, Houze Jr

and Kraucunas (2004) showed that the east-west variation in the stratiform heating was

important in representing El Niño in the tropical Pacific.

In Houze Jr. (2018), he expresses the need for the parametrization of MCSs to represent

their influence on the larger scales of atmospheric motions in climate models. They discuss

the approach taken by Moncrieff, Liu and Bogenschutz (2017), whereby a modification

is made to an existing CPS to add a second-baroclinic mode (i.e. two-layer mode) to

the heating and momentum fluxes (described in Sect. 2.3.4.3). The strength of these

modifications is controlled by coefficients. They note that “These coefficients have the

potential of being functions of the large-scale shear, thus making this MCS parameterization

consistent with the effects of shear in controlling MCS dynamics”. The need for more

research is emphasized.

Many observational studies of individual tropical oceanic squall lines have been carried

out (e.g., Houze Jr., 1977; Zipser, 1977; Jorgensen, LeMone and Trier, 1997). They have

been based on a combination of observations from radar, soundings, ground stations and

aircraft flights. They have helped to build a consistent picture of the structure of squall

lines, as shown in Fig. 2.1. The convective line is formed of individual convective elements,

and new elements form preferentially at the front of the system, which propogates to the

left in this figure. The convective elements produce heavy rainfall towards the front of the

system. Old elements merge into a larger stratiform region of mesoscale ascent, which is

made up of ice particles. This creates a large area of lighter precipitation formed as the ice

particles fall and melt from the stratiform cloud. Cooling from evaporation and sublimation

cause mesoscale descent below the melting band, although the sublimation occurs primarily

above the melting band. The mesoscale circulations are associated with the change in

heating profile shown in Fig. 1.1. One characteristic of squall lines, and MCSs in general, is

that there is typically a combination of convective and stratiform precipitation of around

60 % and 40 % respectively (e.g., Houze Jr., 1977, Fig. 26).
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Figure 2.1: From Houze Jr. (1977), adapted by Houze Jr and Betts (1981) and Houze Jr.

(2018). Schematic of a squall line system observed over the eastern tropical Atlantic.

Dashed streamlines show convective updraughts, and solid streamlines show convective

downdraughts. Wide dashed arrows show the mesoscale updraught, and wide solid arrows

show the mesoscale downdraught.

Tropical squall lines are observed in many regions, such as over Venezuela (e.g., Betts,

Grover and Moncrieff, 1976), the tropical Atlantic (e.g., Barnes and Sieckman, 1984),

the Amazon (e.g., Cohen, Silva Dias and Nobre, 1995) and the tropical Pacific (e.g.,

LeMone, Zipser and Trier, 1998). Squall lines over the Amazon share many characteristics

with oceanic squall lines, due to the large latent heat flux that the Amazon rainforest can

provide (Houze Jr., 2018). The role of wind shear is often given prominence in these studies

(e.g., Betts, Grover and Moncrieff, 1976; Barnes and Sieckman, 1984; LeMone, Zipser and

Trier, 1998), and the presence of low-level shear is clear in many of the hodographs shown.

LeMone, Zipser and Trier (1998), for example, highlight the vital role of low-level shear in

organizing the convection, and show that mid-level shear can be important as well.

Several studies have performed analysis of the distribution of MCSs across the tropics

through the use of satellite products (e.g., Mohr and Zipser, 1996; Laing and Fritsch, 1997;

Liu and Zipser, 2013; Tan et al., 2015; Huang et al., 2018). They have used slightly different

criteria for identifying the MCSs, and make use of different satellite products. They have

studied the distributions in terms of their: seasonal distribution; diurnal cycle distribution;

land-ocean distribution; regional distribution; size distribution; lifecycle distribution; and

degree of linearity. Some of these studies will be discussed more fully in the next chapter

(Sect. 3.4.1).

There are fewer studies that look into the spatio-temporal distribution of shear in the

atmosphere than MCSs. Aiyyer and Thorncroft (2006) produced a climatology of shear in
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the western Atlantic. However, their reason for doing so was to investigate the link between

shear and tropical cyclone formation. Their measure of shear was defined as wind difference

between the heights of 200 hPa and 850 hPa, and so could not be used to investigate low- or

mid-level shear. In Houchi et al. (2010), a climatology of shear over four zonal bands was

produced. However, their primary purpose was to provide a baseline set of measurements

for comparison with a satellite product that retrieved wind speed measurements. Thus, this

study is not suitable for looking in detail at shear-induced organization of convection.

Chen, Liu and Mapes (2017) investigated the link between large-scale predictor variables

and large (rain area > 1× 104 km2) precipitation features. They used data from the

Tropical Rainfall Measuring Mission (TRMM) satellite to provide information about the

distribution of MCSs. They used ERA-Interim to obtain information about the large-scale

environment. They defined several predictor variables, including total precipitable water

vapour, relative humidity at low- and mid-levels, and two measures of vertical wind shear.

These are shallow vertical wind shear, defined as the wind difference between 1 km and

3 km, and deep vertical wind shear, defined between 1 km and 9 km. They then investigated

the occurrence of MCSs, conditional on these predictor variables. They found the size of

precipitating systems is best predicted by total precipitable water vapour, relative humidity

and shallow vertical wind shear. Deep vertical wind shear is shown to be a weak predictor

at best. They suggest that low-level shear could be a good choice of large-scale variable in

the development of CPSs in their conclusion.

2.1.1 Analytic model of steady, 2-dimensional flow in a sheared environ-

ment

In a series of studies, an analytic model of convection that could be applied to different

sheared environments was developed (Moncrieff and Green, 1972; Moncrieff and Miller, 1976;

Moncrieff, 1981; Thorpe, Miller and Moncrieff, 1982). A summary and brief mathematical

treatment is given in Cotton and Anthes (1992). To develop the model, several simplifying

assumptions are made. The flow is treated in a 2-dimensional framework, moving with the

propagation speed of the system, and the flow is taken to be steady. An anelastic continuity

of mass equation is used. The Coriolis force is neglected. A further assumption that the

source term of potential temperature is a separable function of the vertical velocity and the
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lapse rate is also necessary.

With these assumptions, an analytical model which represents the conservation of

energy, potential temperature, vorticity and horizontal momentum can be constructed (c.f.,

Moncrieff, 1981, Eqn. 1). The analytical model can be applied using different assumptions

about the overall structure of the 2-dimensional system. Once a suitable structure has been

chosen, the model can yield useful information about the steady flow that will result, such

as the environmental shears at different heights of the atmosphere that are required to

maintain a steady state.

Thorpe, Miller and Moncrieff (1982) perform a set of five 2-dimensional numerical

experiments. These are performed with different shear profiles. They suggest that, in all

cases, low-level shear is necessary to “prevent the upstream gust-front from propagating

rapidly away from the storm”. That is, the conditions required for long-lived convection are

maintained by a region of convergence under the leading edge of the system which is caused

by the interaction of the gust-front (cold pool leading edge) with the environmental wind

shear. They find that the shear profile which maximizes the amount of precipitation is their

P (0), which has low-level shear, and no shear above 2.5 km. From trajectories calculated

using P (0), they find that there are three main flows through the convective system: an

overturning updraught, a jump updraught, and an overturning downdraught (see their Fig.

7). Furthermore, if the time averaged streamfunction is calculated, this structure is again

clearly visible (their Fig. 10 (a)). They idealize this structure (Fig. 2.2), and use the results

from the numerical experiments to provide information for their analytical model.
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Figure 2.2: From Thorpe, Miller and Moncrieff (1982). Idealized structure of a squall line,

showing an overturning updraught (inflow between h1 and h2), a jump updraught (inflow

below h1), and an overturning downdraught (inflow between h3 and h4).

Using the analytical model with the idealized structure, they show that low-level shear

and weak upper-level shear are necessary to maintain a steady state. A hydrostatic pressure

gradient across the updraught at mid-levels is also necessary.

2.1.2 Interaction between cold pools and low-level shear

In Rotunno, Klemp and Weisman (1988), hereafter RKW, a theory is developed which

describes the conditions required for updraughts to reach an “optimal state”. This is defined

as the state in which an updraught can “realize its full CAPE”, or release as much of the

potential energy available to it as possible. They make the case that this will happen when

the updraughts are vertical. They argue that this will happen when the vorticity generated

by the cold pool gust-front balances the vorticity in the ambient flow (Fig. 2.3, (b)). Under

these conditions, new convective cells will be formed on the downshear side, as there will

be favourable conditions for deeper lifting in this region (their Fig. 1).

In the case where there is environmental low-level shear, but no cold pool (Fig. 2.3,

(a)), the environmental vorticity causes the updraught to slant downshear. In this case, any

precipitation would fall into the air feeding the updraught, which would be detrimental to

future convection. In the case where the environmental low-level shear is not strong enough

to fully balance the vorticity generated by the cold pool, the updraught slants upshear (Fig.
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2.3, (c)), causing precipitation to fall into the cold pool. This could increase the strength of

the cold pool, and so maintain or amplify this less-than-optimal state. Note the similarity

between the updraught in Fig. 2.3 (c) and the jump updraught in Fig. 2.2. Indeed, in RKW

they remark that this is probably similar to the state that was simulated in Thorpe, Miller

and Moncrieff (1982), and other in studies (RKW, p. 483).

Figure 2.3: From Weisman and Rotunno (2004). Shows the three possible cases for

updraughts in environments with low-level shear. (a) shows an updraught without a strong

cold pool, which is slanted downshear. (b) shows an upright updraught in the optimal

state, where the vorticity from the cold pool balances the environmental low-level shear.

(c) shows the case when the low-level shear is not strong enough to balance the cold pool

vorticity, leading to an upshear slanted updraught. C and ∆U are described in the main

text.

In a 2-dimensional, Boussinesq, inviscid model with a constant reference density, the

vorticity tendency is:

Dη

Dt
= −∂B

∂x
, (2.1)

where η = ∂u
∂z −

∂w
∂x is the horizontal vorticity and B = g ρ

′

ρ is the buoyancy. ρ = ρ+ρ′ is the

density, which is split into a mean and a perturbation. Eqn. 2.1 can be applied across the

gust front of a cold pool, where the colder, denser air of the cold pool will be less buoyant

than the environmental air. This will induce vorticity, in the sense shown in Fig. 2.3 (b).

RKW define a cold pool strength, C, from a vertical integral of the buoyancy over the

depth of the cold pool (H):

C2 = 2

∫ H

0
−Bdz. (2.2)

RKW theory then states that the optimal state for convection will occur when C = ∆U ,
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where ∆U is a measure of the low-level shear. They discuss the results of numerical

experiments and simulations in light of this balance condition. They find that when the

optimal condition is met, strong upright convection is seen in numerical simulations (their

Fig. 20). From observations, they note that the presence of the optimal state for a squall

line studied in California (Carbone, 1982) is consistent with the squall line strength being

enhanced.

There are certain classes of squall line to which RKW theory does not apply. These are

squall lines that occur above the boundary layer, as described by Fritsch and Forbes (e.g.,

2001). Because there can be no coupling between the shear near the base of the squall line

and the cold pools, there can be no role for RKW theory, and other mechanisms must be

found to describe these squall lines. However, these are typically mid-latitude squall lines

(Fritsch and Forbes, 2001), and are not considered in the remainder of this thesis.

RKW theory describes a mechanism by which low-level shear interacts with convection,

and convectively driven cold pools, to produce squall lines. To provide support for the

theory, the balance condition expressed in Eqn. 2.2 can be checked in cases where strong,

upright convection is observed. It does not, however, provide a description or theory of

how the cold pool propagation will come into balance with the low-level shear. Nor is

the optimal state the only one which will produce long-lived squall lines, as they describe

in their Sects. 5b and 5c. The mechanism by which the convection organizes into lines

perpendicular to the low-level shear can be inferred from the fact that convective cells form

preferentially on the downshear side of the existing convection, and they show that this

occurs in 3-dimensional simulations, but a full description of this is not given. Thus, RKW

theory has descriptive value, and provides a plausible link between low-level shear and

convection, but cannot describe the formation or diversity of squall lines which is observed.

2.2 Idealized high-resolution simulations of deep convective

cloud fields

As discussed in Sect. 1.5, numerical models play an important role in improving our

understanding of the nature of atmospheric convection. Since the early 1970s, they have

been used extensively to study deep convective cloud fields in 2-dimensional models (Orville
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and Sloan, 1970; Wilhelmson and Ogura, 1972) and 3-dimensional models (Steiner, 1973;

Schlesinger, 1975). These simulations are often called Cloud-Resolving Models (CRMs) when

they are run with horizontal resolutions of O(1 km). Although there is some question about

the extent to which models of this resolution can resolve clouds (e.g., Bryan, Wyngaard

and Fritsch, 2003), we will employ this term for the remainder of this chapter, as it is

commonly used. Using the terminology of Emanuel (1994), we split these simulations into

two types. Type I simulations involve the release of built-up instability in a finite amount

of time. Type II simulations are performed with an imposed large-scale forcing, and the

convective response comes into statistical equilibrium with this forcing.

Type I simulations have been used to study many atmospheric phenomena such as the

diurnal cycle of deep convection (e.g., Grabowski et al., 2006; Stirling and Stratton, 2012)

and the development of supercells (e.g., Rotunno, Klemp and Weisman, 1988; Khain and

Lynn, 2009). These simulations are all, in some sense, “triggered” – that is, they all have

built-up convective instability (CAPE), and there is a barrier to be overcome to release

this (CIN). As such, they can be very sensitive to the initial conditions of the simulation.

Type I simulations are often used to investigate the initialization and development of

MCSs (e.g., Thorpe, Miller and Moncrieff, 1982; Rotunno, Klemp and Weisman, 1988;

Alexander and Cotton, 1998; Gray, 2000; Redelsperger et al., 2000). As seen in Sects.

2.1.1 and 2.1.2, they have played a vital role in elucidating the effect of low-level shear on

mesoscale organization (Thorpe, Miller and Moncrieff, 1982; Rotunno, Klemp and Weisman,

1988). The reproduction of many features seen in case studies have increased confidence that

CRMs can produce realistic simulations of tropical oceanic squall lines (e.g., Redelsperger

et al., 2000).

In the development of CPSs which represent some aspects of MCSs (see Sect. 2.3.4),

Type I simulations have also been used (Alexander and Cotton, 1998; Gray, 2000). However,

the triggered nature of Type I simulations means that care must be taken when using

their results to inform the design of CPSs. CPSs typically use the Quasi-Equilibrium (QE)

assumption (Sect. 2.3.1.5), which states that the large-scale forcing is in equilibrium with

the convective response. This is not the case for Type I simulations in general, and so if the

aim is to provide comparison with the behaviour of CPSs, some kind of temporal averaging

may be needed. Both Alexander and Cotton (1998) and Gray (2000) make use of temporal
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averaging in order to provide information that can be used to inform the design of their

respective CPSs.

In contrast to Type I simulations, Type II simulations are performed so that the

simulations reach statistical equilibrium. Thus, the simulations will be independent, in a

statistical sense, of their initial conditions, unless multiple equilibria exist (e.g., Daleu

et al., 2015). This makes them well suited to providing statistical information about the

nature of the cloud fields that they simulate. Due to the similarity between the setup of

these simulations and the QE assumption, they are also well suited to providing information

that can be used to inform the design of and test the behaviour of CPSs (see Sect. 2.3.1.5

for more on this point). This has been done in, for example:

• Xu, Arakawa and Krueger (1992) provides information to test a semiprognostic (the

scheme is run for one timestep from each large-scale state) version of the scheme of

Arakawa and Schubert (1974);

• Cohen and Craig (2006) provides information to inform the design of Plant and Craig

(2008) (see Sects. 2.2.1 and 2.3.3); and

• for the case of shallow convection, a simulation of Rain In Cumulus over the Ocean

(RICO; VanZanten et al., 2011) provides information for use in Sakradzija, Seifert

and Dipankar (2016).

One common way of running Type II simulations is to perform Radiate-Convective

Equilibrium (RCE; see Sect. 1.4) experiments with CRMs. RCE CRM experiments are a

subset of all Type II experiments, as they not only specify that the forcing is in equilibrium

with the convective response, but that the forcing is stationary with time (Plant and

Yano, 2016, p. 112). RCE simulations provide a good approximation of large-scale tropical

atmospheric processes (Emanuel, 1994; Plant and Yano, 2016). Despite their name, RCE

simulations are often performed without interactive radiation. Instead, the radiation is

modelled by a prescribed cooling, which can be representative of typical tropical radiative

cooling rates (e.g., Anber, Wang and Sobel, 2014) or can also be much stronger (e.g.,

Robe and Emanuel, 2001). Additionally, a grid-mean ascent cooling term, of the form w ∂θ
∂z ,

can be included (e.g., Siebesma et al., 2003). The cooling terms can both be considered as

external, large-scale forcings of the model.
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2.2.1 Type II simulations with vertical wind shear

Several studies have performed Type II simulations in the presence of wind shear. We

summarize a selection of the varied reasons given for the inclusion of wind shear in these

studies:

• assessing the suitability of CPSs for modelling mesoscale organization (Xu and

Arakawa, 1992);

• studying the effect of dimensionality (2-dimensional versus 3-dimensional cloud simu-

lations) on cloud fields in the presence of mesoscale organization (Tompkins, 2000);

• determining the effect of mesoscale organization on the equilibrium state of the

atmosphere (Robe and Emanuel, 2001);

• determining the effect of mesoscale organization on the variance of convective mass

flux (Cohen and Craig, 2006); and

• investigating the role of cold pools in the organization of organized oceanic tropical

convection (Grant, Lane and Heever, 2018).

Despite the wide range in reasons for performing these studies, the uniting theme is that

they are all interested in assessing how mesoscale organization affects cloud fields or the

mean atmospheric state. Wind shear was, in all cases, the driver of the organization. We

describe some of these studies, and other related studies, below, focusing on and emphasizing

the aspects which are relevant for the remainder of the thesis.

Three studies using RCE CRM simulations in the presence of shear use essentially

the same wind profile to drive mesoscale organization (Grabowski, Moncrieff and Kiehl,

1996; Tompkins, 2000; Cohen and Craig, 2006). The first two of these use the profile in

a 2-dimensional CRM, whereas the final study uses a 3-dimensional CRM. The sheared

profile, shown in Grabowski, Moncrieff and Kiehl (1996) and Tompkins (2000), Figs. 1c

and 11 respectively, originally came from the Marshall Islands experiments (Grabowski,

Moncrieff and Kiehl, 1996, p. 1021). All three studies show mesoscale organization in the

experiments performed with this profile. We will use a version of this wind profile for our

experiments in Chapters 4 and 6 – see Fig. 4.3 for the forms of the profiles used.
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We note that, in the case of Tompkins (2000), the intent of using this profile was to

inhibit organization (pp. 1528–1529). They cite the study of Held, Hemler and Ramaswamy

(1993), which found that constant shear over a depth of 5 km was detrimental to the

organization of convection. However, in Held, Hemler and Ramaswamy (1993), this mode

of organization was probably a form of self-aggregation (see Sect. 2.2.2), for which wind

shear is detrimental (Holloway et al., 2017). We speculate that the low-level shear in the

profile, along with the wind maximum at a height of 1 km, are the main reasons why this

profile produced mesoscale organization in all three cases, as neither of these were present

in Held, Hemler and Ramaswamy (1993).

Of these three studies, we focus on Cohen and Craig (2006), as we will test one of

its key findings in Chapter 4. The purpose of this study is to assess an analytic model

of distributions of mass flux per cloud and total mass flux against results from CRM

experiments in equilibrium. From part one of the same study, Craig and Cohen (2006), an

analytic expression for the distribution of mass flux per cloud is found to be:

p(m) =
1

〈m〉
exp

(
−m
〈m〉

)
, (2.3)

where m is the mass flux per cloud and angle brackets denote an ensemble mean. This is

derived by treating each cloud as a non-interacting point and assuming that the probability

of finding a cloud in a given mass flux interval is a Poisson point process. In Cohen and

Craig (2006), they find that this relationship holds for the CRM experiments that they

performed with no mean wind, and it holds at different ranges of prescribed cooling rate

forcings from −2 K day−1 to −8 K day−1. Furthermore, they carry out simulations with

both weak and strong shear, and find that the above relationship holds in both these cases.

This result was used in the formulation of a stochastic parametrization scheme (Plant and

Craig, 2008), described in Sect. 2.3.3.

For the strongly sheared experiment, the profile that they use has a surface wind of

8 m s−1. They parametrize surface fluxes using similarity theory (Cohen and Craig, 2006,

p. 2006), and thus the higher wind speeds will drive stronger surface fluxes for a given

temperature difference between the surface and a reference level just above the surface.

Given the nature of their experimental setup, the total surface flux of energy must remain

constant (see Sect. 4.1.2 for an explanation of why this is so), and thus the mean state of
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the atmosphere will be modified by the surface winds. Therefore, their setup is testing

two things at once: how the experiment behaves in the presence of more shear, and how

it behaves in the presence of stronger surface winds. For the purpose of their experiment,

this is not a problem, as they are trying to validate Eqn. 2.3. However, we will need to be

careful about how we perform our experiments to test the effect of each of these changes in

turn (Sect. 4.2.2).

In Robe and Emanuel (2001), RCE simulations are performed in a variety of sheared

environments. They find that as the low-level shear increases, mesoscale organization

arises naturally, in accordance with Rotunno, Klemp and Weisman (1988). The convection

organizes into convective arcs or lines, propagating broadly downshear. Additionally, they

find that mid-level shear favours shear parallel bands, as has been found in observational

studies (LeMone, Zipser and Trier, 1998). When both low- and mid-level shear are present,

the convection can become strongly organized, in a direction which is generally orthogonal

to the low-level shear.

They investigate the link between the applied wind profile and the thermodynamic

state. They find that, as the shear is increased, the CAPE first increases, and then

decreases. Maximum CAPE of 1470 J kg−1 occurs when the low-level shear has a strength

of 6× 10−3 s−1 (their Table 4).

They recognize the importance of surface fluxes on the simulations. To control these,

they apply an effective wind speed of 10 m s−1 in the bulk aerodynamic formulae for all

experiments. Thus, their experiments are only being affected by the differences in the

applied wind profiles.

Anber, Wang and Sobel (2014) systematically vary both the sheared wind profile and the

surface fluxes in Type II CRM simulations. They do this to investigate the influence of shear

on bulk properties of the tropical atmosphere. Their simulations include parametrized large-

scale dynamics using the Weak Temperature Gradient (WTG; e.g., Sobel and Bretherton,

2000; Sobel, Nilsson and Polvani, 2001) approximation. They use two sets of wind profiles

(their Fig. 1). The first set has constant shear from the surface to 12 km, with different

magnitudes of shear ranging from 0 – 3.33 m s−1 km−1. The second set has a constant wind

difference of 10 m s−1, over depths of 1.5 – 9 km.

To analyse their simulations, they produce timeseries of precipitation. They find that
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for weak shear, rainfall decreases with increasing shear. For strong shear, rainfall increases

with increasing shear. The rainfall increases with increasing surface fluxes. Note, there

need not be a direct balance between latent heat flux and precipitation in these simulations

because of the WTG parametrization of large-scale moisture convergence. They use a

measure of organization that is based on distributions of contiguous clouds in the domain,

and they show that organization increases with increasing wind shear. They also find that

organization increases with increasing surface flux, even in the absence of shear (although

they do not show this objectively with their measure of organization). Their measure

of organization does not take into account the spatial distribution of the clouds in the

cloud field, but relies on organized cloud fields comprising fewer clouds. It is therefore

possible that their measure is well-correlated with organization; however, it is not measuring

organization directly.

Grant, Lane and Heever (2018) investigates the effect of cold pools on organization.

They perform RCE experiments that develop a weakly sheared environment (approximately

1.5 m s−1 km−1 from their Fig. 10). They perform a control and experiments with weakened

cold pools. The cold pools are weakened by altering evaporation rates below cloud base.

They find that, with weaker cold pools, the convective systems become more intense. They

attribute this to the fact that, with stronger cold pools, the cold pool air being entrained

into the updraughts is cooler, and therefore reduces the updraughts’ buoyancy. They also

see the build up of large-scale gravity waves, which modulate the convective activity. In

light of these results, they conclude that the theory of Rotunno, Klemp and Weisman (1988)

does not fully explain the behaviour of tropical oceanic convective systems. However, the

weak shear is perhaps another reason why RKW theory does not hold in this instance, as

the shear might not be balancing the shear generation term from the cold pool front.

Our experiments in Chapters 4 and 5 share some similarities with experiments in the

above studies. We use similar sheared wind profiles to those used by Cohen and Craig

(2006). We use these profiles in Chapter 4 to systematically vary the shear and surface winds,

whereas in Anber, Wang and Sobel (2014) they systematically vary the shear and surface

fluxes. We diagnose the CAPE as a function of shear, as was done in Robe and Emanuel

(2001). However, in Chapter 4, we investigate many other aspects of the cloud field and

thermodynamic state of the atmosphere as functions of shear and surface wind, including:

hydrometeor profiles, thermodynamic properties, organization, mass flux statistics, and
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cloud lifetimes. Furthermore, the profiles we use in Chapter 5 are directly representative of

those in a climate model, and thus are more relevant to the problem of parametrizing the

organization of convection in a climate model than the idealized profiles used in the above

studies.

Our experiments therefore build on the previous experiments, but there are substantial

differences in both the experimental setup and the analysis we perform, particularly for

Chapter 5. Results from our experiments can be directly compared to some of the results

from these previous studies. We will do this in Chapters 4 and 5.

2.2.2 Self-aggregation in Type II simulations

For deep convection, one alternative mode of organization to shear-induced organization is

self-aggregation (Wing et al., 2017). This mode of organization was originally first seen in

2-dimensional RCE simulations (Held, Hemler and Ramaswamy, 1993), before being shown

to occur in numerous studies with 3-dimensional RCE simulations (e.g., Tompkins, 2001;

Bretherton, Blossey and Khairoutdinov, 2005). The mechanisms for this are still under

study, but it has been found that a feedback between the radiation and the convection

is vital for this form of organization to occur (Wing et al., 2017). As we wish to study a

different mode of organization in a similar framework, it is therefore desirable for us to

set up our experiments in a way which avoids stimulating self-aggregation. These studies

suggest that this can be done either by using a prescribed cooling (we use this in Chapters

4 and 5), or by relaxing back to a given thermodynamic state (we use this in Chapter

6). Both of these produce a cooling tendency which takes the place of radiation in our

simulations. In both of these cases, as the feedback between clouds and radiation has been

eliminated, we expect that the simulations will not produce self-aggregation.

Study of self-aggregation has been one of the scientific objectives of a recent RCE

Modelling Intercomparison Project (RCEMIP; Wing et al., 2018). Although the results of

this project have not been published, some preliminary findings have been presented at

conferences (Wing et al., 2019). These show that, between the different models that are

being compared, there is a large variation in the equilibrium state that is produced. Many

forms of organization are produced, including ones that appear to be due to the coupling

between gravity waves and convection (c.f., Grant, Lane and Heever, 2018).
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The question naturally arises: should self-aggregation be parametrized? Here, we

note one of the relevant aspects of the RCE self-aggregation simulations. Self-aggregation

typically occurs in RCE simulations after a period of 15 to 100 days (Wing et al., 2017).

This is far longer than the typical timescale associated with the longest lived mesoscale

features. In Holloway et al. (2017), they argue that even though the growth timescale

is long, self-aggregation might still be an observable phenomena. One reason for this is

because the models that simulate self-aggregations are typically starting from a completely

disaggregated state, whereas in nature, the atmosphere could start from state that was

already organized (through, for example, having developed an MCS). If the conditions for

self-aggregation were then present, the mechanisms of self-aggregation could then apply.

Thus, it is possible that self-aggregation should be parametrized, although more research is

needed on this problem.

2.3 Convection parametrization schemes

CPSs are an important part of all climate models. They are needed because individual

deep convective clouds have a horizontal length scale of O(1 km), and climate models are

currently run with a horizontal grid with a length scale of O(200 km) (Flato et al., 2013,

Table 9.A.1). Thus, climate models cannot resolve deep convective clouds. If the CPS

were turned off at this resolution, there would be no unresolved convective heating and

moistening tendencies to reduce instability, which would therefore build up on the grid scale.

The instability would instead be released by explicit ascent at the grid scale. This is clearly

unphysical, as large-scale ascent over regions of O(40000 km2) at convective updraught

velocities would produce prodigious amounts of precipitation. This is never observed.

Early CPSs were introduced as a pragmatic way of preventing a build up of grid-scale

instability (Yano, 2016d, p. 64). The scheme of Manabe, Smagorinsky and Strickler (1965)

accomplished this by using a hard adjustment to a reference state with no instability at

every timestep. This prevents explicit grid-scale motion, but does so at a cost of prohibiting

the build-up of any grid-scale instability, and so will affect the large-scale dynamics of the

model. Some subsequent CPSs have used a similar method, but instead of performing a

hard adjustment to a reference state, relax back to the reference state over a given timescale

(e.g., Betts and Miller, 1986).
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Taking a different approach, the CPS of Arakawa and Schubert (1974) built on earlier

work by Riehl and Malkus (1958) and Yanai, Esbensen and Chu (1973) to construct a

mass-flux CPS of deep convective clouds. In doing so, they introduced concepts which are

vital to the process of parametrizing deep convection, such as scale separation (Sect. 2.3.1.3)

and QE (Sect. 2.3.1.5).

2.3.1 Illustrative mass flux model

Here, we describe a simple mass flux model. The model is not intended to be complete.

Instead, it describes the main assumptions which go into developing a CPS, and introduces

many concepts that are needed to understand the description of the subsequent CPSs in

this chapter and in Chapter 7. It is loosely based on the CPS of Tiedtke (1989), although it

is simpler than this model as it is not meant to be the basis of an operational CPS. Much

more comprehensive treatments of the development of a mass flux CPS can be found in e.g.

Arakawa and Schubert (1974), Tiedtke (1989) and Yano (2016b).

The starting point for the model is the anelastic equations of mass continuity and the

transport of a scalar. These are Reynolds averaged (e.g., Stull, 1988) to give a set of

equations that can be solved on a given finite grid (Sect. 2.3.1.1). The variables are split

into grid-mean terms and eddy covariance terms. The eddy covariance terms are unresolved

relationships between variables that can affect the grid-scale flow. These terms must be

calculated using only grid-mean variables – a process known as closure. In a mass flux

model, the eddy covariance terms are based on convective mass fluxes within the cloud

and differences between the cloud and the environment (Sect. 2.3.1.2). It is necessary to

calculate the vertical profile of mass flux, and calculate what the total strength of the mass

flux will be. The vertical profile is calculated using a cloud model (Sect. 2.3.1.4) – a set

of equations relating vertical derivatives of the mass flux and mass flux transports to the

lateral in-flow and out-flow of air (entrainment and detrainment). Once the profile is known,

the overall strength of the convection must be determined by the closure. This is done by

relating the mass flux at cloud base to some property of the grid-mean variables, often the

CAPE (Sect. 2.3.1.6).
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2.3.1.1 Reynolds averaged equations

Assuming a pressure reference state, that varies vertically but not horizontally, the anelastic

continuity equation is

∇H · u +
1

ρ

∂

∂z
ρw = 0. (2.4)

Here, ∇H is the horizontal divergence, u is the horizontal wind, ρ is the density and w is

the vertical wind. This can be derived by making the approximation that v2

c2
� 1 (Emanuel,

1994, p. 10), where v is a characteristic wind speed and c is the speed of sound. The

equation is diagnostic: there is no derivative of ρ with respect to time.

The nonhydrostatic, anelastic equation for the transport of a scalar, φ, in the atmosphere

in advective form can be written as:

∂φ

∂t
+ u ·∇Hφ+ w

∂

∂z
φ = Sφ, (2.5)

where Sφ is the source of φ.

Equation 2.5 can be Reynolds averaged to produce an equation that applies to a given

spatial average of the atmosphere (normally taken to be the grid-box, see Sect. 2.3.1.3 for

more discussion on this point). The process involves substituting φ = φ + φ′, where φ

has been written as a spatial mean and a perturbation, and averaging the equation. The

resulting equation can be simplified by noting that φ′ = 0, allowing terms such as wφ′ to

be cancelled. The resulting equation is:

∂φ

∂t
+ u ·∇Hφ+ w

∂

∂z
φ = Sφ −∇H · u′φ′ −

1

ρ

∂

∂z
(ρw′φ′). (2.6)

Here, we have made use of Eqn. 2.4 to convert the third term on the RHS from advective

form to a flux form, as is customary. The third term on the RHS is the flux divergence

of the eddy transport, and represents the unresolved contribution that acts as a source of

resolved φ. We note that the second term on the RHS, the horizontal divergence of the eddy

flux, will be zero if we assume spatial homogeneity. That is, we assume that unresolved
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horizontal fluxes into and out of a given grid-column will be balanced by similar fluxes from

adjacent columns. We make this assumption and neglect this term.

We can apply Eqn 2.6 to the dry static energy, s = cpT + gz, where cp is the specific

heat capacity of air at constant pressure, T is the temperature, and g is the acceleration

due to gravity. This yields:

Q1 =
∂s

∂t
+ u ·∇Hs+ w

∂

∂z
s = QR + L(c− e)− 1

ρ

∂

∂z
(ρw′s′), (2.7)

where the sources and sinks of s are the grid-mean cooling due to radiation, QR, and the

grid-mean condensation and evaporation, c and e respectively. L is the latent heat of

evaporation. Following Yanai, Esbensen and Chu (1973), we have labelled this term Q1,

which represents the unresolved heating over an area due to radiation, phase changes of

water and eddy fluxes.

The equivalent equation for the specific humidity, q, is

Q2 =
∂q

∂t
+ u ·∇Hq + w

∂

∂z
q = −(c− e)− 1

ρ

∂

∂z
(ρw′q′). (2.8)

Finally, we can write an equation for the unresolved transport of horizontal momentum:

Q3 =
∂u

∂t
+ u ·∇Hu + w

∂

∂z
u +

1

ρ
∇Hp = −1

ρ

∂

∂z
(ρw′u′), (2.9)

where p is the grid-mean pressure.

Solving the equations for Q1, Q2 andQ3 is at the heart of the convection parametrization

problem. This involves finding closed forms of the RHS of each of the equations in terms of

the grid-mean variables, so that we can calculate what the impact of the unresolved flow

will be on the resolved scale. To do this, the divergence of the eddy covariance fluxes must

be calculated, as well as the convectively-induced phase changes.

2.3.1.2 Mass flux approximation

The simplest version of the mass flux approximation starts by splitting a grid-column into

a convective updraught and a non-convective environment. This can be pictured as a
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“top-hat” function, where the convective updraught has one value of, for example, w, and

the environment another, which we denote wc and w̃ respectively. Symbolically:

w = w̃ + σ(wc − w̃), (2.10)

φ = φ̃+ σ(φc − φ̃). (2.11)

Here, σ is the cloud area fraction of the grid-box. φ represents a thermodynamic variable.

σ � 1 for convective clouds. We argue that σ(wc − w̃) is not negligible, as the difference

between the environment and updraught vertical velocity can be large. However, the

difference in thermodynamic variables between the environment and updraughts is typically

not so large (Emanuel, 1994, p. 491), and so we can neglect σ(φc − φ̃):

φ ' φ̃. (2.12)

The mass flux approximation follows. The grid-mean transport of a given scalar can be

written in terms of the convective and environmental transports:

wφ = wφ+ w′φ′ = σwcφc + (1− σ)w̃φ̃. (2.13)

Substituting in Eqns. 2.10 and 2.12 yields an equation for the vertical eddy transport:

w′φ′ = σwc(φc − φ̃). (2.14)

The total convective mass flux, M , can be written:

M = σρwc. (2.15)

Substituting Eqns. 2.14 and 2.15 into Eqns. 2.7 and 2.8 gives:

Q1 = QR + L(c− e)− 1

ρ

∂

∂z
(M(sc − s)), (2.16)

Q2 = −(c− e)− 1

ρ

∂

∂z
(M(qc − q)). (2.17)
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These can be compared with the equivalent equations in Tiedtke (1989) – Eqns. 5 and 6.

They are similar, but in those equations the effects of convective downdraughts have been

included, and the phase changes have been replaced by condensation and evaporation terms

from the updraught and environment.

The above represents a bulk CPS. That is, there is a single updraught which is meant

to be representative of all the unresolved updraughts in a grid-column. It is also possible to

represent multiple updraughts in one grid-column, in a spectral scheme. One way of doing

this is by changing the representation of the grid-mean product of w and φ in Eqn. 2.13:

wφ =
∑
i

σiwciφci + (1− σ)w̃φ̃, (2.18)

σ =
∑
i

σi. (2.19)

Here, a number of discrete updraughts of type i are included. This can also be done in a

continuous manner by replacing the summation with an integral, as is done in, for example,

Arakawa and Schubert (1974).

It is also possible to include the effects of convective downdraughts. This is done by

adding additional terms representing the downdraughts to Eqn. 2.13. Again, a bulk or

spectral model can be used. An example of a discrete spectral scheme with updraughts and

downdraughts can be found in Tiedtke (1989), see their Eqn. 3. Note, they use the variable

a for the cloud fraction, whereas we use σ.

2.3.1.3 Scale separation

In developing the mass flux approximation, we have made implicit use of a scale separation

between the large scale and the convective scale. When we applied Reynolds averaging

to obtain Eqn. 2.6, we noted that the averaging was normally taken as being done over

a grid-box, and the perturbations were taken as being unresolved (often called subgrid).

Therefore, we have mathematically separated the problem into a large scale and a small

scale, and have applied the idea of scale separation.

Furthermore, when we made the approximation that the cloud fraction area of the

grid-box, σ, was small for thermodynamic variables (Eqn. 2.12), we were again using the



Chapter 2: Literature review 35

idea of scale separation. Here, scale separation is necessary, because σ � 1 is a prerequisite

for being able to neglect the effect of the difference between cloud and environmental

values of the thermodynamic variables. Were σ ' 1, it would be impossible to make the

same approximation, and these terms would have to be treated as part of the CPS. This

idea is explored in Arakawa and Wu (2013), in which they attempt to build a CPS which

can be used at resolutions where σ ' 1. This is entering the realm of “terra incognita”

(Wyngaard, 2004), or the “grey zone” of convective modelling – where the size of the grid-box

is comparable to the size of individual convective clouds.

2.3.1.4 Cloud model

The cloud model is constructed by considering the budgets of mass flux and mass flux

transports in the convective updraught. The vertical divergence of the mass flux can be

related to the net lateral transports into a given vertical level. Similarly, the vertical

divergence of the mass flux transport of dry static energy, s, can be related to the flux of

environmental dry static energy, s, into the updraught, and the flux of updraught dry static

energy, sc out of the updraught. A simple cloud model, representing only liquid water and

not ice, can be written:

∂M

∂z
= E −D, (2.20)

∂Msc
∂z

= Es−Dsc + Lρcc, (2.21)

∂Mqc
∂z

= Eq −Dqc − ρcc, (2.22)

∂Mqcl
∂z

= −Dqcl + ρcc − ρP. (2.23)

Here, E is the entrainment rate from the environment into the updraught, and D is the

detrainment rate out of the updraught to the environment. cc is the condensation of water

vapour in the updraught, and qcl is the mixing ratio of liquid water. P is the precipitation

from the updraught.

To proceed, it is useful to define a fractional entrainment and detrainment rate, ε and δ:
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ε =
E

M
,

δ =
D

M
.

Using these, Eqn. 2.20 can be rewritten as:

1

M

∂M

∂z
= ε− δ. (2.24)

This can be simplified by rewriting M using a separation of variables (e.g., Yano, 2016b)

as a function of z multiplied by a function of t:

M = η(z)MB(t). (2.25)

η(z) is the profile of the convective response, and MB(t) is the mass flux at cloud base. η(z)

can be solved directly by integrating Eqn. 2.24 vertically. This can be seen by substituting

Eqn. 2.25 into Eqn. 2.24, which yields:

1

η

∂η

∂z
= ε− δ. (2.26)

This equation contains no dependence on MB , and can be integrated to provide a profile

of the convective response. However, without knowing MB, the strength of the convection

is not known. The magnitude of MB will scale the profile to meet the conditions required

by the closure. Using a closure to determine the strength of the convection is the subject of

Sects. 2.3.1.5 and 2.3.1.6.

Combining Eqns. 2.16 and 2.20 allows Q1 to be rewritten as:

Q1 = QR + L(c− e)− 1

ρ
M

∂

∂z
(sc − s)− (E −D)(sc − s). (2.27)

The third term on the RHS contains a term of the form M ∂s̃
∂z . This can be thought of as

a convective response that drives a compensating subsidence in the environment (Arakawa

and Schubert, 1974; Emanuel, 1994).
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2.3.1.5 Quasi-equilibrium

It remains to find MB, which determines the strength of the convection. This can be done

through the use of a closure, which makes use of the observation that on large-enough scales

convection is in balance with the forcing – the QE assumption (Arakawa and Schubert, 1974).

The forcing could be any large-scale process which acts to increase atmospheric instability,

such as surface fluxes, radiation, horizontal advection of temperature or large-scale ascent

(Emanuel, 1994, p. 483). As a means of developing the closure, we will first explain what

we mean by the QE assumption.

In Arakawa and Schubert (1974), they introduce a variable called the cloud work

function, Ai, which is a static measure of the kinetic energy generation per unit mass flux

(it has units of J kg−1) added to the atmosphere by the ith cloud type. It is defined as:

Ai =

∫ zT,i

zB

ηibidz. (2.28)

Here, buoyancy of the ith cloud type is defined by bi = g

cpTv
(sv,i − sv), where T v is the

grid-mean virtual temperature. zB and zT,i are the heights of the bottom of the convective

layer, and the top of the convective layer for cloud type i respectively. We follow the

terminology of Yano and Plant (2016) in labelling A by cloud type instead of by the

parameter λ, as it simplifies the present discussion. With the appropriate change, this

equation is equivalent to Eqn. 133 in Arakawa and Schubert (1974). It is closely related to

CAPE, which can be obtained by setting ηi = 1 in Eqn. 2.28:

CAPE =

∫ zT

zB

bdz. (2.29)

CAPE is a static measure of how much energy could theoretically be released by convective

activity. Note, in the following discussion we use an undilute CAPE, although many CAPE

closures use a dilute version of the above that use a buoyancy which is calculated by the

cloud model and so accounts for some entrainment and detrainment.

The rate of change of Ai with time can be decomposed into a convective response, which

acts to decrease Ai, and a large-scale forcing, which acts to increase it. Here, it is again

necessary to invoke the concept of scale separation, as discussed in Sect. 2.3.1.3, to define
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the large scale. The result is:

dAi
dt

=

[
dAi
dt

]
c

+

[
dAi
dt

]
LS

. (2.30)

To complete the QE assumption, observational evidence is used to argue that the LHS

of Eqn. 2.30 is close to zero. This is shown by observations taken from the Marshall Islands

field campaign (Yanai, Esbensen and Chu, 1973) in Fig. 2.4. Despite large variations in

the large-scale forcing, there is little variation in the rate of change of cloud work function,

which remains close to zero. This is true for different cloud types (denoted by their λ

values), although only one is shown here. Thus, the large scale forcing must be in balance

with the convective response. Note, this does not mean that the cloud work function is zero.

Rather, it means that the cloud work function must be diagnosed from the atmospheric

state.

Figure 2.4: Arakawa and Schubert (1974), Fig. 13 top panel. Shows the rate of change

of cloud work function as a function of the convective forcing for one cloud type with an

entrainment parameter λ = 8 % km−1. Taken from the Marshall Islands field campaign.

In the above argument for the QE assumption, we have closely followed the original

argument of Arakawa and Schubert (1974), and have made no mention of number of clouds

in a particular region. However, QE can be interpreted as being a condition that holds

because there are a large number of clouds in a given region (Plant and Yano, 2016). In
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the context of a climate model’s CPS, this is stated as: the grid-column must contain

many convective clouds, so that the mean convective response of these clouds can be

considered to be in equilibrium with the forcing applied. This is a way of thinking that

bears some similarity to ideas of statistical mechanics, whereby macroscopic variables such

as temperature and pressure can be linked to the mean properties of large numbers of

particles. We note that the number of clouds in a given grid-column may be O(100),

whereas the number of particles in a cubic millimetre of air is O(1016). This means that

the fluctuations about the mean in the case of cumulus convection will be important, an

idea explored using results from CRM simulations in Cohen and Craig (2006) (see Sect.

2.2.1), and explored in the context of CPSs in Sect. 2.3.3.

There is a strong similarity between QE and Type II simulations. Type II simulations

are run, by definition, to statistical equilibrium. In both, the forcing must be balanced by

the convective response. By considering the alternative view of QE – where many convective

clouds must be represented in a given area – the similarity is again clear, as a requirement

of Type II simulations is often that the domain is large enough to support many clouds.

Alternatively, they may be run for long enough to represent many cloud lifetimes. Given

these similarities, and the fact that the QE assumption is a key part of most CPSs, the

usefulness of Type II simulations for informing the design of CPSs is evident.

2.3.1.6 Closure

The QE assumption was used in Arakawa and Schubert (1974) to provide a closure condition

that related the mass flux at cloud base for a given cloud type to the large-scale forcing,

their Eqn. 150. A relationship between these was provided by their spectral cloud model.

However, the details of their cloud model obscure the nature of the closure assumption, and

so we will develop a simpler line of argument for discussion of the closure. Instead of using

the QE assumption as it applies to the cloud work function, we will apply it to CAPE and

use this to close the equations. We follow the argument in Yano and Plant (2016, Sect. 11).

An analogous equation to Eqn. 2.30 for CAPE is:

dCAPE
dt

=

[
dCAPE
dt

]
c

+

[
dCAPE
dt

]
LS

. (2.31)



Chapter 2: Literature review 40

The QE assumption again means that the LHS of this will be zero. Thus, the convective

response will balance the forcing. We assume that the convective tendency can be written

in the form:

[
dCAPE
dt

]
c

= KMB, (2.32)

that is, it is proportional to the cloud base mass flux. Furthermore, as is often done (e.g.,

Fritsch and Chappell, 1980; Zhang and McFarlane, 1995; Kain, 2004), we will not calculate

the large-scale CAPE tendency directly, but assume it can be replaced by:

[
dCAPE
dt

]
LS

=
CAPE
τc

. (2.33)

Eqns. 2.32 and 2.33, along with the QE assumption, can be used to provide closure

for the equation set. That is, MB can now be specified only in terms of the large-scale,

grid-box mean variables. The value of MB sets the strength of the convection, so that it

will act to reduce a certain amount of the CAPE over a timescale τc

2.3.1.7 Diagnosis of convective activity

Whether or not convection is active in a given grid-column must also be determined. This

procedure is referred to by different names in the literature, such as “switch conditions”

(Yano, 2016a, Sect. 13.1), or “triggering” (Kain and Fritsch, 1992), although use of the

word triggering can be confusing as this is an entirely diagnostic test (Yano, 2016a, Sects.

13.2 and 13.4). Determining whether convection is active may be as conceptually simple

as determining whether MB > 0. This method will lead to the convection being closely

coupled to the large-scale state through the QE assumption. This is, after all, the reason

for invoking the QE assumption. However, this may not be appropriate in all situations, as

it can lead to issues with CPSs such as them producing convection too early in the day

when simulating the diurnal cycle over land.

Other schemes contain a so-called “trigger function” (Kain and Fritsch, 1992). This is a

diagnostic test that involves performing a parcel ascent to test for some degree of convective

instability, possibly with a temperature perturbation applied to the parcel at the surface
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(e.g., Kain and Fritsch, 1992; Gregory and Rowntree, 1990). It is designed to act as a

way of ameliorating the early activation of convection mentioned above, and allows for

“triggered convection” to be simulated over land. Cold pool schemes (Sect. 2.3.6) also often

modify the trigger function to improve the diurnal cycle.

2.3.2 Superparametrization

Above, we gave an outline of how Q1 and Q2 (Eqns. 2.7 and 2.8) could be solved using

a decomposition of grid-columns into convective updraughts and the environment – the

mass flux approach. However, other ways of solving for Q1 and Q2 are possible, such as

by using relaxation techniques as touched upon above (Betts and Miller, 1986). Another

way of constructing a CPS is to run a CRM in each grid-column at each timestep, and

use this to estimate the convective response. This approach was pioneered by Grabowski

and Smolarkiewicz (1999), and has subsequently been named superparametrization (e.g.,

Grabowski, 2003).

The idea is that each CRM can be coupled to one of the large-scale model’s grid-columns,

in such a way that it can be run for one of the large-scale model’s timesteps. The CRM

simulates a persistent cloud field, with realistic dynamics and interactions between the

clouds. The forcing it produces can then be fed back into the large-scale model, and the

model uses these as its Q1, Q2 and Q3 convective responses. The coupling is achieved by

means of relaxation. This is represented as follows (c.f. Grabowski, 2004, Eqns. 7 and 9):

fφLS =
Φ|(n+1) −

〈
φ|(n)

〉
∆T

, (2.34)

FΦ
SS =

〈
φ|(n+1)

〉
− Φ|(n+1)

∆T
. (2.35)

Here, uppercase letters denote Large-Scale (LS) values; lowercase letters denote Small-Scale

(SS) CRM values. Angled brackets are a domain-mean average over the small scale. Φ and

φ are variables in the LS and SS respectively (we have renamed these from Q and q in

the original source to avoid confusion). F and f represent forcings in the LS and SS. The

LS model timestep is denoted by a superscript n. If Φ is set to the dry static energy, s,

then FΦ
SS is equivalent to Q1. Likewise, if Φ is set to the specific humidity, q, then FΦ

SS is
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equivalent to Q2.

These equations describe the essence of how a superparametrization scheme works. The

LS model is run for one timestep, then the forcing for the SS is calculated by relaxing the

SS towards the updated LS state (Eqn 2.34). Then, the SS CRM is run for one LS timestep,

∆T , which will be many of the SS CRM’s timesteps. The LS is then forced by relaxing

back to the grid-mean SS state (Eqn. 2.35).

Superparametrization schemes are computationally very expensive to run, as they

involve replacing a conventional CPS with a CRM in every grid-column. However, they can

offer improved representation of the unresolved convective processes, and are therefore useful

for looking at effects such as the organization of convection, and how well conventional

CPSs are performing. We discuss them here as the concepts to do with relaxation back to

a state are relevant for Chapter 6, and in Sect. 2.3.4.3 results from a superparametrized

simulation are discussed in the context of the mesoscale organization of convection.

2.3.3 Sampling-based stochastic parametrization schemes

Stochastic parametrization schemes can be used for a variety of different applications in

weather and climate models, including diverse applications in the boundary layer schemes,

land surface schemes, ocean models, data assimilation systems and dynamic cores of

models (Berner et al., 2017). They have found widespread use in the parametrization of

cumulus convection, where implementations have used stochastic models based on Markov

chains (Khouider, Biello, Majda et al., 2010), cellular automata (Bengtsson et al., 2013),

a posteriori stochastic perturbations (Christensen, Moroz and Palmer, 2015), and the

stochastic backscatter of kinetic energy (Shutts, 2005) to provide stochasticity. In Berner

et al. (2017), they list some reasons for including stochasticity, which are reproduced here:

• estimating uncertainty in weather and climate predictions;

• reducing systematic model errors arising from unrepresented subgrid-scale fluctuations;

• triggering noise-induced regime transitions; and

• capturing the response to changes in the external forcing.
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These are primarily focused on the effects of stochastic schemes, and we would like

to add one extra point. Stochastic schemes can better represent the uncertainty inherent

in applying the QE assumption over a region where the fluctuations about the mean are

important. These fluctuations are represented by sampling from a Probability Density

Function (PDF), rather than only using the mean value, as is done in a deterministic scheme.

For this reason, we call methods following such an approach sampling-based stochastic

schemes.

The question of when the fluctuations about the mean become important can be

addressed by noting that parametrization schemes often involve defining discrete entities,

a certain number of which are then represented in a given grid-cell. For example, the

entities could be thermals in the boundary layer, cumulus humilis in the case of shallow

convection, and cumulonimbus in the case of deep convection. The question then becomes:

when do fluctuations in the number of entities matter? This will depend on the length- and

time-scales of the particular atmospheric phenomenon under study, as well as the resolution

of the model, but some insight can be gained by considering the standard error of the mean

of the entities. This has a 1√
N

relation to the standard deviation of the sample, and as a

guiding principle this can be used to estimate when the fluctuations will be important.

Sampling-based schemes take inspiration from statistical mechanics in physics (Craig

and Cohen, 2006). They have been applied in the boundary layer (Kober and Craig, 2016;

Clark, Halliwell and Flack, 2019), for shallow cumulus (Sakradzija, Seifert and Dipankar,

2016) and for deep convection (Plant and Craig, 2008, hereafter PC). Here, we describe

some aspects of the PC scheme, noting some factors which potentially make it suitable for

modification so that it can represent the organization of convection.

Development of the PC scheme is motivated by, and draws heavily on, the results of

Craig and Cohen (2006) and Cohen and Craig (2006) (see Sect. 2.2.1). For example, in

Fig. 1 in PC, they plot the frequency of total convective mass flux per unit area from

simulations produced by Cohen and Craig (2006), for different size areas (Fig. 2.5). The

different size areas are representative of possible grid-box sizes in a coarser resolution model.

From this, they make the case that, as the resolution increases, the fluctuations about the

mean become more important, due to the broadening of the PDF of total mass flux. They

also note that, even at a grid length of 64 km, the width of the distribution is about 30 %
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of the mean flux, which could still be of importance to the parametrization scheme. To

illustrate the difference between a deterministic and a stochastic scheme, we note that, were

a deterministic scheme to be included in this figure, it would be a spike with a single value

of total mass flux located at the mean value of these distributions.

Figure 2.5: From Plant and Craig (2008), their Fig. 1. Shows the frequency distribution

of total convective mass flux per unit area at a height of 2 km from the CRM simulation

of Cohen and Craig (2006). The vertical axis is scaled so that all averaging areas can be

plotted on the same axis.

Having identified the problem of representing the fluctuations, they present an outline

of the solution, which is reproduced here (paraphrased):

1. Average the atmospheric state over a region large enough to contain many clouds (i.e.

over a region for which the QE assumption is valid);

2. Compute the equilibrium statistics of the full convective ensemble;
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3. Sample randomly from the equilibrium distribution to get the convective mass flux

for each grid-column;

4. Use these properties to compute convective tendencies.

Step 2 requires the computation of the ensemble-mean total convective mass flux, 〈M〉.

This is done by applying a CAPE closure (see Sect. 2.3) over a region large enough to

contain many clouds. Step 2 also requires a value for 〈m〉, the ensemble-mean mass flux

per cloud. In PC, they take this to be a constant, with a value of 2× 107 kg s−1. Here,

we note that, were this value found to be dependent on the large-scale state, it could be

parametrized within the scheme. We obtain results on how 〈m〉 varies with the degree

of organization in Chapters 4 and 5, and thus may be able to use this information to

modify the PC scheme as described in Chapter 7. The two values can be used to give

the ensemble-mean number of clouds in a grid-column using the relationship 〈N〉 = 〈M〉
〈m〉 .

Combined with Eqn. 2.3, they provide the equilibrium statistics which can be sampled from

in step 3.

In step 3, individual clouds are created and destroyed. Clouds are created by randomly

sampling from p(m) (Eqn. 2.3), and are destroyed if they are older than their cloud lifetime.

In PC, the cloud lifetime, T , is taken to be a constant, with a value of 45 min. They

note, however, that “T may be a function of plume radius and properties of the large-scale

environment”. Additionally, they suggest that cloud tracking could be used to collect some

quantitative information on cloud lifetimes. We explore this possibility in Chapters 4 and

5, where we apply cloud tracking to RCE simulations.

In PC, they test the scheme in a Single Column Model (SCM) simulation. They find that

it reproduces the equilibrium statistics seen in Cohen and Craig (2006) adequately, and in the

limit of a large grid box, it reproduces the behaviour of a deterministic scheme as it should.

It has been implemented in 3-dimensional schemes in a number of different weather and

climate models. In Keane and Plant (2012), they test the scheme in a 3-dimensional RCE

simulation in the Met Office Unified Model (UM), in order to determine how much space-

time averaging is needed to define a region large enough to contain many clouds (see step 1),

and whether this affects the scheme’s ability to capture large-scale variations. The scheme

has additionally been evaluated in weather and climate models: COnsortium for Small-scale

MOdeling (COSMO; Groenemeijer and Craig, 2012), Icosahedral Nonhydrostatic General
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Circulation Model (GCM) (ICON; Keane et al., 2014), the UM (Keane, Plant and Tennant,

2016), and the Community Atmosphere Model version 5 (CAM5; Wang, Zhang and Craig,

2016). In these studies, the variability of precipitation was found to be affected by the

inclusion of the PC scheme, particularly as higher resolutions are used.

2.3.4 Parametrization of mesoscale convective systems

Given MCSs’ contribution to the tropical precipitation budget, their long lifetimes, the

countergradient momentum fluxes they can cause and their top-heavy heating profiles, it is

pertinent to ask: should their effects be included in a GCM’s CPS? The answer is dependent

on the grid-length of the GCM. A previous study (Moncrieff and Liu, 2006) has shown that

at a grid-length of 10 km, MCSs can be simulated with reduced amplitude, and at 3 km they

are more realistic. On the other hand, at 30 km grid-length the representation of MCSs is

seriously distorted, with a lack of mesoscale descent and poorly represented mesoscale ascent.

From a recent model intercomparison project exploring the use of high-resolution GCMs

as part of Coupled Model Intercomparison Project 6 (CMIP6) (HighResMIP; Haarsma

et al., 2016), the lowest grid-length of current state-of-the-art GCMs is around 25 km (one

GCM has a grid-length of 14 km, but it is only run for a short duration). Therefore, current

GCMs are not likely to be able to resolve MCSs’ effects.

With increasing computing power, the resolutions at which GCMs can be run will

continue to increase. It is conceivable that in the near future GCMs will be able to resolve

some aspects of MCSs, and further ahead may even be able to simulate realistic convection

explicitly and simulate well-resolved MCSs. However, lower-resolution GCMs will always

be a useful tool for exploring climates, because they are computationally cheaper to run.

As a couple of examples, large ensembles of low-resolution GCMs could be run to improve

statistics of the variability of the climate system, or longer simulations could be run to

project further into the future or in paleoclimate experiments. Improving the representation

of MCSs in these cases would therefore still be beneficial, regardless of whether it was

necessary in the most computationally expensive, state-of-the-art GCMs.

Several studies have presented CPSs or modifications to existing CPSs that aim to

represent MCSs. The approaches taken differ in the evidence used for the justification of

the schemes, the manner in which the MCSs are represented, and the ways in which the
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schemes are evaluated. Here, we outline the schemes’ formulations, and provide a summary

of the relevant results.

2.3.4.1 Moisture budget to calculate mesoscale ascent

Three studies use a detailed budget of the moisture fluxes between convective cloud and a

region of mesoscale stratiform clouds (Donner, 1993; Alexander and Cotton, 1998; Donner

et al., 2001). They all use a common framework for parametrizing the mesoscale ascent,

which is described in Donner (1993). This is based on an earlier study in which the water

budget of an idealized MCS is calculated (Leary and Houze Jr., 1980). As the water budget

model underpins the formulation of these parametrization schemes, we will provide an

outline of it below.

In Leary and Houze Jr. (1980), an idealized MCS is represented with a simple analytic

model shown in the schematic in Fig. 2.6, which describes the water fluxes in an MCS. The

MCS is assumed to have been active for 24 hr, and thus the parameters of the model are

all given as a mass of water. We note that CPSs act on timescales far faster than 24 hr,

and so whether the budgets in this model could be applied to a CPS is debatable. The

model consists of the following key parameters. There is the convective condensation in the

updraught, Cu, and there are the convective evaporation in updraughts and downdraughts,

Ece and Ecd respectively. The mesoscale region consists of the mass of water condensed in

the updraught, Cmu, and evaporation from the updraught and downdraught, Eme and Emd

respectively. There is a transfer of water from the convective to the mesoscale updraughts,

CA. Finally, both the convective and mesoscale regions produce precipitation, RC and RM

respectively.

Figure 2.6: Schematic showing the transfers of water in an analytic model of an MCS.

Taken from Leary and Houze Jr. (1980)
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Values for the parameters of the model are set by making use of observations and

modelling studies. The full details are described in the study, but as an example, the ratio

of convective to total precipitation, RC
RC+RM

, is set to 0.6, as this value is consistent with

the value seen in observational studies of tropical squall lines (Houze Jr., 1977).

In Donner (1993), this model is expanded to include the effects of freezing and melting.

They use a combination of values taken from Leary and Houze Jr. (1980) and values derived

from their own calculations to provide values for all the key parameters of the model. Their

mesoscale scheme is coupled to a spectral CPS, in which the mass flux and the convective

vertical velocity are calculated. Their reason for having a prognostic vertical velocity is so

that the microphysical processes that depend on it can be better modelled.

The diagnostic scheme is applied to two tropical thermodynamic profiles, and the

results compared with observations. Closure is provided by requiring that the scheme

produces the observed precipitation, a closure that would not be available to it were it to

be used in a GCM. The scheme is used with and without the mesoscale component being

active. They found that when the mesoscale component was disabled, the scheme produced

large-scale heating that was too strong, and with a peak that was too low in the atmosphere.

Additionally, there was an unobserved large-scale source of moisture in middle troposphere.

With the mesoscale component enabled, the scheme produced heating and moistening that

was closer to the observed values.

The mesoscale heating takes the characteristic form of a heating dipole, with stronger

heating aloft and cooling below relative to the effects of convection alone (see Fig. 1.1).

This combines with the convective heating to produce a different heating profile than would

occur if only the convection were active. Donner (1993) discusses the role of convective

memory in the scheme, pointing out that the results presented in this study can only be

seen as a lifetime average of the mesoscale effects. There is no discussion about how the

mesoscale component should be activated.

In Donner et al. (2001), the convection scheme is implemented in a GCM (Geophysical

Fluid Dynamics Laboratory SKYHI; Donner et al., 1997). Closure is provided by means

of a CAPE closure (Sect. 2.3.1.6). Additional criteria for the convection to be active are

specified. The low-level ascent is integrated over time until it is greater than a threshold

defined by the depth of the boundary layer (their Eqns. 6 and 7). There is no shear
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dependence that controls whether the mesoscale scheme is active.

The scheme is tested in the GCM with its mesoscale effects enabled and disabled. They

find that the zonally averaged total heating tendencies are very similar with or without

mesoscale effects (their Fig. 1), which they attribute to the fact that the closure is the same

for both experiments. However, they find that there is a large difference in zonally averaged

convective mass flux between the two schemes. With no mesoscale effects, the convective

mass flux is far stronger and has a peak at a higher altitude. The reason they provide is

that, without mesoscale effects, the convection must be far stronger to produce the heating

required by the CAPE closure. In their words:

“This increased, compensating activity explains the reasonable success many

mass flux parameterizations have enjoyed in representing heat sources, even

though they have neglected mesoscale circulations, which observations have

shown to be significant.”

Alexander and Cotton (1998) use the scheme of Donner (1993). The principal difference

is Alexander and Cotton (1998) use values for the key parameters of the model derived from

two CRM case studies of the organization of convection, one tropical and one mid-latitude.

The CRM case studies are Type I experiments, and they apply conditional sampling of the

simulations to extract information about the convective, mesoscale ascent and mesoscale

descent regions of the organized features. This information is then parametrized, and used

to calculate values for all the key parameters. They note that extracting these parameters

from their experiments is complicated by the fact that the parameters change during the

course of the experiments, thus there is some difficulty in assessing how universal the

parameters are. The convection scheme also relies on the prognostic closure of Randall and

Pan (1993), combined with the Arakawa and Schubert (1974) scheme. Use of a prognostic

closure means the convection scheme has memory of its previous state; the authors argue

that this means there is no longer a problem of defining a large-scale forcing and convective

response.

Simulations are performed with the scheme, taking the profiles from the CRM experi-

ments and comparing them with the tendencies from the CRM experiments. They find

that their scheme reproduces some of the diagnosed tendencies, but has too little temporal
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variation and the cooling below the melting level is both too strong and too deep. The

scheme reproduces the heating dipole seen in their CRM experiments.

They recognize that they have not addressed the issue of when the mesoscale parametriza-

tion scheme should be active. Furthermore, they note that the scheme of Arakawa and

Schubert (1974) “does not tell us whether it (the deep convection) will be organized on the

mesoscale or not”. They suggest using a prognostic equation to predict subgrid Mesoscale

Kinetic Energy (MKE) to determine whether or not the mesoscale scheme should be active.

However, we note that other conditions based on the dynamic conditions could also be

used.

In summary, these schemes all rely on a complex model of mesoscale ascent and descent

(Fig. 2.6), which has many key parameters that must be determined, either through recourse

to observation or modelling studies. There is some uncertainty as to what values the

parameters should take, and how universal they are. The schemes only treat heating and

moistening tendencies produced by the mesoscale circulations – there is no mention of

convective momentum transport. Some attention is paid as to when these schemes should

be active, and it was noted that a diagnosis of the expected organization would be useful.

The issue of memory of the previous state of the scheme is discussed, and we note that this

could be compared to the lifetime of the organized system versus the lifetime of individual

convective clouds.

2.3.4.2 Convective detrainment-driven mesoscale ascent

The scheme of Gray (2000) provides another method for simulating MCSs in GCMs.

Similarly to the schemes in the previous section, mesoscale ascent and descent are used to

calculate the heating and moistening caused by the MCS. In this scheme, momentum fluxes

in the mesoscale circulation are also considered. In contrast to the previous schemes, the

strength of the mesoscale circulation is driven only by detrainment from the convectively

active region. This is justified by examining the results from a high-resolution CRM

experiment of tropical MCSs over the ocean, described below. A low-level-shear-based

threshold is used to determine whether the MCS scheme should be active.

A six day simulation of a westerly wind burst over the tropical Pacific from December

1992 was performed. This case was part of the Tropical Ocean Global Atmosphere, Coupled
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Atmosphere Ocean Research Experiment (TOGA-COARE) field campaign (Webster and

Lukas, 1992), and was chosen as it was a convectively active period in which a number

of MCSs were observed. The aim of the simulation was to provide information about the

mean properties of the mesoscale circulation, which could be used to design modifications

to a CPS so that it could represent some aspects of MCSs.

As in Alexander and Cotton (1998), conditional sampling was used to extract information

about the convectively active region of the simulations and the mesoscale circulation. Three

of the days showed significant organization, with two of them developing squall-line-like

linear features (their Fig. 2). They have substantial regions of stratiform precipitation. A

reason he gave for the structure of the MCSs was the interaction of the cold pools with the

environmental low-level shear, which is consistent with RKW theory (Rotunno, Klemp and

Weisman, 1988) described above (Sect. 2.1.2).

Results from the simulation showed that the mesoscale circulation had a maximum

rate of heating of 5–6 K day−1, compared to a heating rate of 20 K day−1 for the convection

(their Fig. 4). The mesoscale heating occurs mainly in the upper troposphere, in line with

observations (see Fig. 1.1). They argue that the contribution from the mesoscale heating

means that it is worthwhile to attempt to parametrize these effects. Results showing the

properties of the convective and mesoscale circulations showed that the mesoscale region is

approximately neutrally buoyant (their Fig. 5). They also show that there is substantial

detrainment from the convective regions for each simulated MCS above the melting level

(their Fig. 4). They argue that, combined, these mean that the convective detrainment

can be used to provide closure for the mesoscale ascent in the MCS scheme. They also

found that upgradient transport of momentum occurs in the mesoscale descent region, i.e.

a transport of momentum that acts to sustain or increase the vertical wind shear. This

means that it may be important to model this in the MCS scheme.

An MCS scheme is constructed by considering Q1m and Q2m (their Eqns. 3 and 4), the

heating and moistening due to mesoscale motions respectively, following Cheng and Yanai

(1989). Eddy flux terms were neglected for Q1m, so the only contribution to Q1m is from

the phase changes of water (their Eqn. 6). The continuity equation for the dry static energy

along with an assumption about the ratio of water condensated to evaporated was used to

relate Q1m to the mesoscale mass flux and the profile of dry static energy (their Eqn. 12).
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A closed form of Q2m was derived; this included an eddy flux term as there is more variance

of this in the CRM simulations between the environment and the mesoscale updraught

(their Eqn. 13). The scheme is closed by using a fraction of the detrained air from the

convection as entrainment into the mesoscale ascent (their Fig. 14). Finally, a mesoscale

downdraught is modelled by using a simple microphysics-based scheme that models melting

and evaporation below the freezing level, which causes cooling and moistening respectively.

With suitable parameters, the scheme diagnosed similar Q1m and Q2m tendencies as were

seen in the CRM (their Fig. 9).

Whether the MCS scheme is active is controlled by using a low-level-shear-based

threshold of 2 m s−1 km−1. If low-level shear exceeds this, the scheme is active. They cite

the link between low-level shear and organization of convection as being the reason for this

(Gray, 2000, p. 3966).

They test the scheme’s ability to simulate realistic tendencies by using it in an SCM

experiment. The heating tendency from the SCM experiment was compared with the

tendency diagnosed from the CRM (their Fig. 10). They found that, provided the existing

convection scheme produced realistic convection, the mesoscale ascent scheme produced

similar upper-tropospheric heating as the CRM. They showed that when the MCS scheme

was compared to a convection-only scheme, the heating and moistening tendencies were

closer to those diagnosed from the CRM (Fig. 12a). They attributed this improvement to

the representation of a heating and moistening dipole in their MCS scheme.

2.3.4.3 Modelling mesoscale heating and momentum fluxes directly

The scheme of Moncrieff, Liu and Bogenschutz (2017) addresses the treatment of MCSs in

GCMs in a different way from those described above. Instead of constructing a model of

the mesoscale circulation, determining a method of closing the equations and estimating

values for all the parameters involved, the effect of the circulation is directly modelled by

parametrizing the profile of the heating and moistening it would produce.

This is a simplification of the problem of parametrizing MCSs which sidesteps the prob-

lems inherent with the complexities of the previously-described schemes. They also provide

robust evidence about why this approach is justified, ranging from theoretical arguments to

CRM experiments to aquaplanet simulations performed with superparametrization (see
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Sect. 2.3.2). The scheme is built on sound foundations, and due to its simplicity has only

two unknown parameters. It is therefore straightforward to implement and computationally

inexpensive.

The justification that they provide is dependent on an approach that they call Multiscale

Coherent Structure Parametrization (MCSP). The approach relies on a theory of slantwise

overturning which is based on consideration of the Lagrangian conservation of mass, entropy,

total energy, vorticity, and momentum (e.g., Moncrieff, 1981; Thorpe, Miller and Moncrieff,

1982, see Sect. 2.1.1). They use the approach to categorize the slantwise overturning into

three archetypal regimes (their Fig. 11b). The key finding that they make use of for their

MCS scheme is that “the rearward tilt of slantwise overturning fundamentally affects the

vertical profiles of convective heating and momentum transport”. Furthermore, based on

the results of CRM experiments that they present, they argue that this approach naturally

handles scales from squall lines to superclusters (their Figs. 5, 8 and 9). They call this

the self-similarity of organized tropical convection, and state that it spans the mesoscale,

synoptic scale, and large scale.

They discuss the results from a superparametrized aquaplanet simulation which produces

two forms of large-scale convective organization (Moncrieff, 2004). The first form is a

supercluster-like system, and the second form is a system which is similar to the Madden-

Julian Oscillation (MJO). They find that their archetypal regimes can approximate the

vertical transport of zonal momentum for the supercluster-like system, and the momentum

transport in the meridional plane for the MJO-like system. They highlight the fact that

slantwise overturning circulations provide the key link between the two systems.

From the aquaplanet simulation, they find that the second-baroclinic (i.e. two layer)

heating and momentum transport associated with the organization of convection is directly

associated with the upscale transport of energy (“generation of large-scale coherence”). From

this, they hypothesize that the profiles of heating and momentum transport are required

for the parametrization of MCSs. Furthermore, they argue that, with these additional

tendencies, large-scale organization of convection will be produced by the model.

To test the hypothesis, they run a GCM with approximately 100 km horizontal grid-

length. They use the Community Atmosphere Model, version 5.5 (CAM5.5; Neale et

al., 2012). This includes a deep convection scheme (Zhang and McFarlane, 1995) which
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incorporates a cumulus momentum transport parametrization (Richter and Rasch, 2008).

They apply a mesoscale modification to the heating tendency in the form of a second-

baroclinic vertical profile:

Q1m(p, t) = −α1Qc(t) sin 2π

(
ps − p
ps − pt

)
, (2.36)

where α1 > 0 is a parameter that controls the strength of the modification, Qc(t) is the

parametrized cumulus heating, ps is the pressure at the surface, and pt is the pressure at

the top of the stratiform region. This modification is applied globally, that is, there is

no switching criterion controlling when the scheme is active, as there is in Gray (2000).

They note that while “in reality α1 is a function of the vertical shear, in our preliminary

experiments we assume constant values”.

They also apply a second-baroclinic mesoscale modification of the momentum transport:

Q3m(p, t) = α2 cos π

(
ps − p
ps − pt

)
, (2.37)

where α2 > 0 is a parameter that controls the strength of the modification, and other

symbols are as in Eqn. 2.36.

They proceed to test the hypothesis by choosing arbitrary values of α1 = 0.5 and α2 =

1 m s−1 day−1. With both heating and momentum transport modifications enabled, they

find that the strength of precipitation over Africa, the Inter-Tropical Convergence Zone

(ITCZ) and most of northern South America is reduced, whereas there is an increase over

the Bay of Bengal, and the West Pacific Warm Pool (their Fig. 13c). They note that

precipitation is normally excessive in the ITCZ, and thus a reduction is beneficial.

They also present Wheeler-Kiladis diagrams (Wheeler and Kiladis, 1999) from the

National Centers for Environmental Predictions (NCEP) 40-year reanalysis product (Kalnay

et al., 1996), from a CAM5.5 control simulation, and from simulations with the heating

and momentum transport parts of their scheme separately enabled (their Fig. 15). Here,

they find that momentum transport is responsible for improving the Kelvin wave signal by

strengthening it, and improving the MJO signal by increasing its power in wavenumbers

2 – 4. Thus, their modified CPS has changed the large-scale organization in the tropics,
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arguably improving it, which is consistent with their hypothesis.

In their conclusions, they say that two priorities are “to add shear direction to the

convective momentum transport and selective application of the α2 parameter”. They also

state that a longer term aim is to use observational analysis to provide realistic values for

the α parameters. We note that this could be extended to include analysis from CRMs to

provide realistic values.

2.3.5 Parametrization of organized entrainment

The schemes discussed in the previous section modelled convective organization in a way

that directly altered the vertical profile of the unresolved heating. The schemes discussed

here model organization by modifying parameter values, specifically the entrainment rate,

in existing CPSs. This may affect the heating profile, but would do so in an indirect way,

and the changes that can be achieved are more limited. An argument is put forward that

there is a trade-off involved in setting the entrainment rate in a mass-flux CPS (Mapes and

Neale, 2011). As the value for entrainment is increased, the convection modelled by the CPS

becomes shallower. This has a detrimental effect on the mean state of the model, as the

CPS no longer increases the stability of the upper troposphere, and explicit convection may

result. However, it improves the modes of tropical variability of convection (Klingaman and

Woolnough, 2014; Bush et al., 2015). Conversely, if the entrainment is decreased, deeper

convection is favoured. This is detrimental to the variability of the convection. In current

schemes, picking the entrainment rate is therefore a trade-off between achieving a good

mean state, and representing the tropical variability in a realistic way - the ‘entrainment

dilemma’ (Mapes and Neale, 2011).

Additionally, there are long standing biases in the diurnal cycle in climate models with

parametrized convection (e.g., Betts and Jakob, 2002), with the convection starting and

peaking too early and the strength being too large. It is argued that this is because the

single value used for entrainment is not suitable for modelling diurnal convection, as CRM

studies have shown that entrainment rates decrease during the day (Del Genio and Wu,

2010; Stirling and Stratton, 2012).

To address these problems, two studies propose making the entrainment rate depend
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on previous convective activity (Mapes and Neale, 2011; Willett and Whitall, 2017). By

adding an extra degree of freedom to the entrainment rate, they aim to address both the

issues with tropical variability and the diurnal cycle, in a way that is not detrimental to the

mean state. They argue that there will be an inherent positive feedback between convection

at one timestep and at subsequent timesteps, with convective activity becoming deeper

as time progresses from its initialization. This is parametrized by means of a prognostic

scalar field, which is advected around by the model’s dynamics. The two schemes which are

formulated in this manner are discussed below, and the similarities and differences between

these schemes are highlighted.

In the first scheme, Mapes and Neale (2011), a new prognostic scalar field called org is

added to the model. This is a non-dimensional scalar which is introduced to represent the

degree of subgrid organization which is not explicitly represented by the model. Its source

is the evaporation of rain, which is an indication of the strength of prior convection, and it

decays with a characteristic timescale of 3 hr for 2° grid cells. However, they discuss adding

different sources, such as land-sea breezes or vertical shear to simulate the creation of roll

circulations.

org is a 2-dimensional field, and is advected by calculating a ‘steering’ flow, which is

a mass weighted mean of the flow in the convective layer (defined as the surface to the

highest plume top). org is therefore only advected and diffused horizontally. org modifies

the existing CPS by: applying temperature perturbations to the plume base; altering the

cloud-base mass flux of plumes; and decreasing the entrainment rate of the plumes with

increasing org. We will focus on the experiments where the entrainment rate is altered, as

these are the experiments which are described in most detail in the study.

The variability is assessed by showing Hovmöller plots from the tropics. They find that,

when their implementation of the organization of convection is included, the magnitude of

the variability is closer to the observed magnitude without the mean state being adversely

affected (compare their Figs. 3 and 7). However, they stress that the character of the

variability does not match that seen in observations. In particular, the typical propagation

direction of systems in the observations is westward, whereas in their simulations it appears

to be eastward. We speculate that this might be because of their scheme lacking proper

physical mechanisms that link the degree of subgrid organization to the resolved state.
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In the second scheme, Willett and Whitall (2017), a prognostic scalar field denoted by P

is added to the model. This is a 3-dimensional field, and again it decays with a characteristic

timescale of 3 hr, which the authors state is representative of the memory of the convective

system. Its source is the amount of convective precipitation at the previous timestep. It only

has an effect on the entrainment rate, which is scaled down or up by factors in the range

0.5 to 2.5, depending on the amount of P at a given height level in the grid-column. Higher

values of P lead to the entrainment rate being scaled up, and vice versa (see their Eqn. 3 for

the form of the relationship). The dependence of entrainment rate on previous convective

activity therefore has the same sense as in Mapes and Neale (2011). A notable difference

between this scheme and the previous scheme is that a mid-latitude correction is applied,

by comparing the value of specific humidity at the LCL with a reference value. Without

this, entrainment rates would always be diagnosed as very high in the mid-latitudes.

The scheme is assessed by comparing its behaviour with that of the standard scheme

of the UM in the Global Atmosphere 7.0 configuration (GA7.0; Walters et al., 2019).

The scheme is also compared with a modified version of the standard scheme, where the

entrainment rate is made 55 % higher, to test whether the extra degree of freedom or

the increased average entrainment rate is responsible for any differences. They find that

the extra degree of freedom is necessary to improve the variability of convection without

detrimentally affecting the mean state. The scheme is put through a rigorous set of tests,

which show that it is behaving as intended.

Hovmöller plots over Africa are shown and compared to observations from TRMM

(their Figs. 22 and 23), where they show that their scheme improves the representation

of westward propagating systems. Their modified scheme also improves the diurnal cycle

over Africa and the West Pacific Warm Pool, although there is little improvement in the

Maritime Continent (their Fig. 25).

From comparisons of precipitation from the model with the Global Precipitation Clima-

tology Project (GPCP; Adler et al., 2003), the mean state is seen to be slightly improved

(their Fig. 27). There are reductions in the wet biases over the West Pacific, South Pacific

Convergence Zone and the Indian Ocean. The global spatial Root Mean Squared Error

(RMSE) of annual precipitation is reduced, as well as the RMSE for each season.

Both schemes therefore act to change the variability of the precipitation without
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adversely affecting the mean state. In doing so, they escape the entrainment dilemma, by

adding an extra degree of freedom to the entrainment rate used in the scheme. They also

add an element of convective memory to the schemes, which represents some aspects of the

subgrid organization (this is explicitly stated in Mapes and Neale, 2011, whereas in Willett

and Whitall, 2017 this is my interpretation). In Willett and Whitall (2017), they discuss

in detail what the convective memory represents (their Sect. 2.3), and raise the intriguing

prospect that it should be related to convective cloud lifetime.

In Mapes and Neale (2011), they discuss adding extra sources of org, and give some

examples of what these could be. Again, this raises the prospect of adding in other sources

of org, provided they can be shown to increase the organization of a cloud field. They do

say explicitly that they are not trying to parametrize MCSs (p. 3). However, one of the

authors has stated that the exact nature of the subgrid organization is left unanswered,

and so the use of this type of scheme to represent MCSs is not unreasonable (personal

communication, B. Mapes, 2019).

2.3.6 Parametrization of organization by cold pools

When deep convective clouds precipitate, evaporation and drag from precipitation can cause

cold pools – coherent regions of colder, denser air that are negatively buoyant. The cold

pools spread out in the boundary layer; the leading edge of cold pools is the gust front.

Cold pools can initiate convection through forced lifting and cold pool collision (e.g., Lima

and Wilson, 2008). Several schemes have included a representation of cold pools in their

formulation (e.g., Rio et al., 2009; Grandpeix and Lafore, 2010; Rochetin et al., 2014; Park,

2014). Motivation for having a representation of cold pools often includes improving the

diurnal cycle of convection over land in models with parametrized convection. Improving

the representation of the organization of convection is often given as another reason for the

inclusion of cold pools in CPSs.

In Grandpeix and Lafore (2010), they stress the importance of taking into account the

effect of shear on cold pools, because it is an important driver of mesoscale organization

(Sects. 2.1.1 and 2.1.2). They list three key ingredients required to represent the organization

of convection: CAPE, low-level shear, and cold pools. They suggest that the effects of

low-level shear should be parametrized in two ways. First, the propagation of the cold
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pools should be tied to the low-level shear. Second, what they define as the “wake lifting

efficiency” – a measure of how much energy the cold pools can provide to convection –

should increase with increasing low-level shear.

2.3.7 Other parametrizations that vary with shear

Some CPSs use vertical wind shear as part of their formulations, or indicate that it might

be sensible to do so. We mention these here for completeness. In Fritsch and Chappell

(1980), they relate the precipitation efficiency to the vertical wind shear from observational

studies (their Fig. 2). The precipitation efficiency is defined as the ratio of rainout to water

vapour inflow. The precipitation efficiency is approximately inversely proportional to the

vertical wind shear – as the shear increases, the precipitation efficiency decreases. They

then parametrize this relationship as a cubic function of the shear (their Eqn. 58), which is

used to determine the total convective precipitation rate.

In a similar manner, the CPS described in Kain and Fritsch (1993) uses vertical wind

shear to control precipitation efficiency. However, in subsequent versions of this scheme,

this relationship was removed (Kain, 2004). The reasons given were that relationships

that were previously used (as in Fritsch and Chappell (1980)) were not valid over a range

of conditions, and that the form of the relation they used was not robust for general

applications (Kain, 2004, p. 177). Additionally, they note that previous studies have shown

a positive correlation between wind shear and efficiency when conditions which favour the

mesoscale organization of convection were prevalent (Weisman and Klemp, 1982).

In Pan and Randall (1998), they develop a prognostic closure for a CPS. Instead of

applying the closure used in Arakawa and Schubert (1974) (their Eqn. 2.30), they derive

one based on the generation of cloud kinetic energy. Their argument is that this avoids

the need to define a scale separation between the large scale and the convective scale. The

generation of cloud kinetic energy is related to the buoyancy production, shear production

and dissipation (their Eqn. 15). They note that vertical wind shear is important for

convection, however they neglect the shear-production term. They add that “Parametrizing

the effects of shear on moist convection is an interesting and challenging area for future

research”.
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2.3.8 Parametrized convective momentum transport

Several schemes have included some of the effects of convective momentum transport, the

Q3 term defined by Eqn. 2.9, in CPSs (e.g., Wu and Yanai, 1994; Kershaw and Gregory,

1997; Richter and Rasch, 2008). We mention these for completeness. For unorganized

convection, the momentum flux is downgradient – the flux acts to decrease the shear. A

downgradient flux is modelled in schemes such as Kershaw and Gregory (1997). Studies have

shown that, under situations where convection is organized, countergradient momentum

fluxes can occur (e.g., LeMone, Barnes and Zipser, 1984). Some parametrization schemes

represent this phenomenon (e.g., Wu and Yanai, 1994; Moncrieff, Liu and Bogenschutz,

2017). Knowing the degree of organization is evidently important for setting the magnitude

and gradient of this flux. We will not address how convective momentum transport changes

as a function of organization in this thesis, but note that it is an area where there are

natural links to the work that we will present.

2.4 Summary

We have seen that the organization of convection is a widespread phenomenon over the

tropics. It is an important part of the total precipitation budget, and it causes extremes in

precipitation and surface wind. Organized convection can have an impact on larger scales

through, for example, changes in heating profiles. From observations, theory and modelling

studies, shear is seen to be an important driver of the organization of convection, leading

to the formation of MCSs, often in the form of squall lines.

There have been many studies of the climatology of organized convection, but relatively

few have produced climatologies of shear (e.g., Aiyyer and Thorncroft, 2006; Houchi et al.,

2010), and fewer have looked at the link between shear and organization (Chen, Liu and

Mapes, 2017). In these studies, shear has been defined as a difference between wind speeds

at two height levels. They therefore cannot represent the variety of wind profiles that exist

in the atmosphere, in climate models or that have been seen in the study of organized

convection. We will address this in Chapter 3, by producing a climatology of shear in

a climate model. This analysis will also produce representative wind profiles – profiles
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associated with the organization of convection which represent the range of profiles that a

climate model can produce. These can be compared with profiles observed in studies of

squall lines. The profiles can also used to drive CRMs, providing a link between the task of

parametrizing the organization and the information provided by the CRMs.

CRMs have been used extensively to model cloud fields and cloud field organization.

Type II CRM simulations are well suited to providing information that can be used by

a CPS, due to the equivalence between the domain and the region over which the QE

assumption is valid. We will use CRMs to model the organization of convection in Chapters

4, 5 and 6.

From previous studies using CRMs, the mass flux per cloud, the thermodynamic state

of the atmosphere, and the degree of organization have been measured. This could provide

useful information for representing shear-induced organization in a CPS, provided it can be

linked to the large-scale wind profile state. We will investigate this in Chapters 4, 5 and 6.

Analysis of the relationship between convective timescales and the large-scale state has

been suggested as a potential means for modifying a CPS. Previous efforts to parametrize

MCSs have often made reference to the timescales being important, either explicitly or

by making the CPS prognostic. The long-lived nature of MCSs also points towards

the timescales associated with the organization of convection being important. We will

investigate this by performing cloud tracking, in order to produce statistics about the

lifetime of convective clouds, in Chapters 4 and 5.

With the information from the CRMs, we design modifications to make CPSs able to

represent some aspects of cloud field organization in Chapter 7. This builds heavily on

existing CPSs presented in Sects. 2.3.3 – 2.3.4, because we use these schemes as a basis

for our modifications. We put forward ways in which they could represent shear-induced

organization by using the results of our CRM experiments. For several of those schemes,

adding some dependence on low-level shear was suggested. We provide evidence that this is

a sensible approach, and indicate how it could be done. We also design modifications that

vary the mass flux per cloud and convective cloud timescales in existing CPSs.
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Chapter 3

Clustering wind profiles from a

climate model to produce 10

representative wind profiles

3.1 Introduction

In the previous chapter, we reviewed evidence that vertical wind shear is an important

factor in the organization of convection in the tropics (Sect. 2.1). From theory, wind shear

has been shown to provide the conditions under which squall lines can form (Thorpe, Miller

and Moncrieff, 1982; Rotunno, Klemp and Weisman, 1988), through the interaction of

convectively-generated cold pools and the environmental shear. Many case studies have

highlighted the presence of wind shear when the convective cloud field has been organized

(Barnes and Sieckman, 1984; Cohen, Silva Dias and Nobre, 1995; LeMone, Zipser and

Trier, 1998). Review studies into the organization of convection into squall lines, Mesoscale

Convective Systems (MCSs) and Mesoscale Convective Complexes (MCCs) discuss the

role of wind shear in the formation of these types of organization (Fritsch and Forbes,

2001; Houze Jr., 2004). Developing a climatology of shear in a climate model can therefore

serve as a basis for working out when and where conditions favourable for shear-induced

organization of convection will occur.

A climatology is necessarily a simplification that relies on representing the statistical
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nature of some variable over many years. One question this chapter sets out to answer is:

how can a climatology of a variable with a large parameter space be created? In this case,

the variable is wind, although the method should be applicable to other such variables. We

have designed a method that relies on simplifying the representation of this variable as much

as possible, while still retaining the essential features that make the climatology interesting

and useful. We make assumptions about which similarities and differences between the

various wind profiles are important, as set out and justified in Sect. 3.2.2 and following.

Through application of our clustering procedure, we reduce the space of all wind profiles

down to 10 Representative Wind Profiles (RWPs) that effectively span the space. The 10

RWPs can then be analysed in turn, for example allowing us to see where a specific RWP

occurs in space and time. Provided we can demonstrate a reasonable link between the

RWPs and the organization of convection, we will have met the goal set out in Sect. 1.6 –

G1.

By producing a climatology of shear in a climate model, we hope to achieve two things.

First, we identify regions where shear-induced organization of convection could be active in

the climate model. However, the climate model’s convection parametrization scheme does

not currently take into account shear, and therefore will not react to take into account the

organization of convection that would occur with a given sheared wind profile. Second, we

can produce wind profiles and spatio-temporal distributions of shear that can be compared

with observations. These comparisons will allow us to build confidence that the climate

model is producing realistic wind profiles in sensible places. Taken together, these will point

to areas where the lack of representation of the organization of convection could be having

an effect on the climate model’s behaviour, as well as providing evidence of the areas where

the climate model should be modified to represent organization of convection.

Knowing where the conditions for organization occur in a climate model, it is then

possible to compare the climatology of shear in the model to observed distributions of

organized convection, such as those in Mohr and Zipser (1996). This helps to build

confidence that the hypothesized link between shear in the model and organized convection

holds, and that the model is producing shear where it should. Further, comparing the wind

profiles generated by the model with observed wind profiles from case studies of convective

organization also provides a check that the model is producing realistic wind profiles. These

comparisons are done in this chapter, and form the basis of Sect. 3.4.
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Wind shear is detrimental to the formation of tropical cyclones, and so climatologies of

wind shear can be linked to the numbers of tropical cyclones in a given year. In Aiyyer and

Thorncroft (2006) for example, they look into the climatology of vertical wind shear over

the tropical Atlantic. They define wind shear as a difference in wind speed between 200 hPa

and 850 hPa, and develop a climatology over 46 years. Their approach to dealing with the

large parameter space is to simplify it dramatically, treating shear as the difference between

wind speeds at two levels. However, their motivation is primarily to look for conditions

under which tropical cyclones could form, and whether the number of tropical cyclones in a

given year could be linked to either El Niño Southern Oscillation (ENSO) or precipitation

in the Sahel region, and so is quite different from the focus of this chapter.

Houchi et al. (2010) developed a global climatology of mean wind and wind shear

profiles, from the surface up to 30 km. They do this over four zonal bands representative

of the tropics, the Northern Hemisphere (NH) subtropics, the NH mid-latitudes and the

NH polar region. They compare radiosonde data with co-located ECMWF operational

forecasts, finding that the model produces realistic wind profiles, but underestimates the

shear due to it not reproducing the fine structure of the wind profiles. The motivation

for their work was to choose optimal vertical bins for the Atmospheric Dynamics Mission

Aeolus satellite, and so opportunities for comparison against the work presented here is

limited as they are focused on answering different questions which means their analysis

cannot easily be compared with ours.

Although relatively few climatologies of wind shear are available, several climatologies

have been produced for the organization of convection (Mohr and Zipser, 1996; Laing and

Fritsch, 1997; Tan et al., 2015; Huang et al., 2018). Some of these provide geographical

distributions of where various types of organized convective systems are likely to occur

(Mohr and Zipser, 1996; Huang et al., 2018). These studies tend to be based on satellite

observations though, and so do not relate the organization to the wind shear, which in

many cases may be responsible for creating the organization. Thus, comparison of the shear

climatology produced here with those existing climatologies should increase confidence both

that the climate model is producing the conditions for organization in the right locations,

and that the organization is being influenced by the sheared wind profile.

Many case studies have looked into specific events of organized convection (e.g., Houze
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Jr., 1977; Jorgensen, LeMone and Trier, 1997), or regions where there is a typical mode of

organization (e.g., Barnes and Sieckman, 1984; Cohen, Silva Dias and Nobre, 1995). Some

of these studies provide hodographs or wind profiles; these can be compared to the RWPs

produced here to look for similarities between them from certain regions. Performing this

comparison also provides a check that the model is producing realistic wind profiles in the

correct regions.

The rest of this chapter is structured as follows. In Sect. 3.2, we provide information

about the climate model used to generate a suitable dataset of wind profiles, as well as

providing an outline and then detailing the clustering procedure used to turn these profiles

into a set of RWPs. In Sect. 3.3, we analyse the results of the individual RWPs, and analyse

the spatial and temporal distribution of the RWPs. In Sect. 3.4, we discuss our results in

relation to previous studies of organization, and outline some ideas for future work. In Sect.

3.5, a brief summary of the major results is given.

3.2 Methods

3.2.1 Climate model

The climate model that is used is the United Kingdom Met Office’s Unified Model (UM),

version 10.9. It is run using the standard Global Atmosphere 7.0 (GA7.0) settings, as

described in depth in Walters et al. (2019). The interested reader is directed to that paper for

the full details. It is an atmosphere-only model, using prescribed sea surface temperatures.

It uses a version of the Gregory-Rowntree convection scheme (Gregory and Rowntree, 1990),

which is a mass-flux scheme (Sect. 2.3.1) that, in its current implementation in the UM, uses

a CAPE closure (Sect. 2.3.1.6). Here, it is run with an N96 resolution, which corresponds

to a grid spacing of 209 km at the equator. It is run for five years, from September 1988

to August 1993 using a 360 day calendar. Running for five years allows us to sample

inter-annual variation. The period covers both a positive and negative phase of ENSO,

which means that it should be representative of the typical conditions a climate model can

produce. East-west (u) and north-south (v) winds are output on 20 pressure levels from

1000 hPa to 50 hPa with a resolution of 50 hPa, and are output every 6 hours. CAPE
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is also output every 6 hours; it is calculated by the model’s convection scheme using an

undilute parcel ascent and output as a diagnostic field. Profiles are only considered in the

tropics, defined as being between 23.75° N and 23.75° S.

3.2.2 Overview of clustering procedure used to generate the representa-

tive wind profiles

The climate model used here has 70 vertical levels, with an east-west and north-south

component of the wind at each level. This leads to a large parameter space for wind profiles.

The problem of producing a climatology of these profiles then becomes one of choosing

how to reduce the complexity of the parameter space, while still maintaining the essential

features that link a given group of profiles together. To do this, we have made some

simplifying assumptions about what aspects of the profiles will provide useful information

about shear-induced organization.

First, we only consider wind values over the depth of the troposphere, from 1000 hPa

to 50 hPa in steps of 50 hPa. Each wind profile, or sample, then has 40 dimensions. We

also recognize that the low-level and mid-level tropospheric shears are more important for

the organization of convection by weighting the contribution to the analysis from the lower

troposphere (up to 500 hPa) more highly. This is necessary to stop the higher-level jets

dominating the analysis and clustering procedure. Although some studies have shown that

shear at higher levels can be important for organization (e.g., Chen et al., 2015), focusing

on the lower troposphere can be justified from the results of theoretical studies such as

those of Rotunno, Klemp and Weisman (1988) and Thorpe, Miller and Moncrieff (1982),

and observational studies such as LeMone, Zipser and Trier (1998). Second, as we are

concerned with tropical convection, we are performing the analysis in a region where the

variation in the Coriolis effect will be small. We therefore choose to neglect the relative

rotation of the wind profiles.

The dimensionality of the problem can be further reduced by using Principal Component

Analysis (PCA) to extract principal components that capture most of the variance of the

samples with fewer dimensions. Then the samples, as represented by their principal

components, can be grouped together using a clustering algorithm. Clustering is a form of

unsupervised machine learning. It groups similar samples in a dataset together, based on
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how close they are to each other. In this chapter we use the K-Means Clustering Algorithm

(KMCA), as it provides a simple and efficient way of clustering like samples together. Once

the samples have been clustered, the median of each cluster is referred to as an RWP.

The clustering is done entirely on the values from one grid-column, so this technique is a

data-driven way of grouping together like grid-columns. It could be performed on any set

of values from a grid-column, and a similar method is used by Hoffman et al. (2005) to

group together land grid-cells in a climate model based on which plant types were present.

For both the PCA and KMCA algorithms, we use the implementations as provided in

the scikit-learn Python package (Pedregosa et al., 2011).

The clustering procedure is shown schematically in Fig. 3.1, and the details for each of

the steps follow.

u, v profiles

CAPE

Climate model output

Filtering Normalizing PCA Clustering RWPs

Figure 3.1: Schematic of clustering procedure. The four processing steps are shown as

rectangles, and the input and output as rounded rectangles.

3.2.3 Filtering

Profiles are filtered on two criteria. The filters reduce the number of profiles, excluding

ones that either are not likely to produce convective activity of sufficient intensity to

produce organization or are not profiles with large amounts of shear. The filters are applied

independently, so their order of application makes no difference. The filters in use are as

follows.

1. Exclude grid points where CAPE <100 J kg−1. This is done to restrict the profiles to

ones where convection is likely to be active. Using values above 100 J kg−1 ensures

that the convection is more likely to be vigorous, such as when MCSs have been

observed (see e.g. Betts, Grover and Moncrieff, 1976, Table 2, where the minimum

value of environmental CAPE associated with squall lines is 123 J kg−1).
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2. Exclude grid points where the maximum shear in the profile is less than the 75th

percentile. The shear is calculated at the midpoint between each pressure level, and

only the shear values up to the level of 500 hPa are taken into account to focus on

the lower troposphere.

Filtering on CAPE keeps 5.1 % of the profiles, while the maximum shear filter keeps

25 % of profiles by construction. Both filters combined, the intersection of the two sets of

filtered profiles, keep 0.30 % of profiles. Note, as each filter is independent, the combined

percentage of profiles need not be the same as the product of the percentage each filter

keeps. It is worth noting that fewer of the profiles are kept than would be seen by the

product of the percentages; this implies both that in general profiles with strong shear have

less CAPE than average, and that profiles with high CAPE have weaker shear than average.

180° 90°W 0°W 90°E
24°S

0°

24°N

100 101 102
number of profiles

Figure 3.2: Heatmap of grid-columns that have been filtered based on CAPE and maximum

shear. The heatmap shows the number of profiles in each grid-column that have been kept

after applying both filters to the output of the five years of the simulation. The data used

is the 6-hourly climate model output described in Sect. 3.2.1.

Fig. 3.2 shows the spatial distribution of filtered profiles across the tropical belt. Some

features that stand out are the reduced number of profiles over the South Atlantic Gyre and

South Pacific Gyre, as well as enhanced bands across the equator in the Atlantic, and just

north of the equator in the Pacific. These are similar to features seen in global precipitation

climatologies, see e.g. Fig. 4 in Adler et al. (2003), which describes the Global Precipitation

Climatology Project (GPCP). However, there are some differences with global precipitation

climatologies, such as over the western Sahara and over the western Indian Ocean. There

is also a high density of profiles in the north-west Pacific, extending further north than is

seen in GPCP. This may be due to the fact we are using a threshold based on CAPE, and
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not based on precipitation, to filter the profiles.

3.2.4 Normalization

It is necessary to pre-process the data before performing the principal component analysis

and the clustering, normalizing the magnitude and the rotation so that differences that are

most important between the profiles for this analysis are brought to the fore.

3.2.4.1 Normalize magnitude

Normalization of the magnitude of the samples involves normalizing each profile by the

maximum magnitude of the wind at each pressure level (i.e.
√
u2 + v2), restricting the

normalized magnitude at each pressure level to between 0 and 1. This is done to ensure

that differences in the profiles at each pressure level each contribute the same amount to

the distance measure used by PCA and the KMCA.

To favour the lower troposphere, an extra factor is applied to the normalization above

500 hPa: the normalized values above this height are reduced by a factor of four. This

choice of parameter has the effect of reducing the contribution of differences in the upper

troposphere when applying the clustering. However, information about what happens in

the upper troposphere is retained, making it possible to determine the shape of the profiles

up to a maximum height of 50 hPa. We discuss the sensitivity to this choice of parameter

in Sect. 3.4.3, finding that the results are not overly sensitive to this parameter.

3.2.4.2 Normalize rotation

Normalization of the rotation is applied to treat profiles that share rotational symmetry in

the same way. It is done by using the wind vector at 850 hPa to define a rotation angle.

All profiles are then rotated so that this angle is zero, i.e. all the profiles are aligned in

the same direction at 850 hPa. A small number of profiles (2.9 %) have a wind speed less

than 1 m s−1 at 850 hPa. These profiles are included but it should be noted that they may

influence results. After applying this normalization, u′ refers to the direction aligned with

the wind vector at 850 hPa, and v′ is the orthogonal direction to this.
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The reason for applying this normalization is that in the tropics, it makes little difference

whether a profile has, for example, unidirectional shear in the zonal or meridional direction.

A similar point stands for all profiles, such as profiles that veer or back with height. This

argument applies exactly only at a given latitude; there will be some differences between a

given rotated profile at one latitude versus the same rotated profile at a different latitude

due to differences in the Coriolis effect. For the purposes of this analysis, we are neglecting

such differences.

3.2.5 Principal component analysis

PCA is used to reduce the number of dimensions of each sample, by projecting each sample

onto a truncated set of principal components. PCA is a process that finds orthogonal,

unit length principal components of a dataset that are linear combinations of the original

axes. It does this in such a way that the first principal component accounts for the largest

possible amount of variance in the underlying dataset. The second principal component is

orthogonal to the first, and accounts for as much of the remaining variance as possible in

the dataset, and so on. PCA can be used to reduce the number of dimensions of a dataset

in a way the keeps the maximum possible variance for a given number of dimensions, by

truncating the number of principal components used.

The algorithm for PCA works by centring the dataset on the mean for each of its

dimensions, and then calculating the covariance matrix for this dataset. The principal

components can then be taken by finding the eigenvectors of the covariance matrix, with

the first component corresponding to the eigenvector with the highest eigenvalue, and so

on.

The number of dimensions of each sample in the original dataset is 40 (20 pressure

levels for u and v). We have chosen to keep as many principal components as are required

to explain 90 % of the variance, which for this dataset is seven. The seven principal

components are shown in Fig. 3.3. All principal components show lower magnitudes above

500 hPa. This is due to the higher weighting of the lower troposphere, as described in

Sect. 3.2.4.1. The first four principal components individually show little turning with

height, though a linear combination of them could be used to represent a profile with

some turning. The leading principal components bear some resemblance to sine and cosine
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functions, suggesting that using Fourier modes could be used as an alternative way of

representing the profiles with a reduced number of dimensions. This would not work so well

with the favouring of the lower troposphere though, and may also require more dimensions

to represent an equivalent amount of the variance.
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Figure 3.3: The first to the seventh principal component, shown in (a) to (g) respectively,

as profiles of magnitudes between -1 and 1, for both u′ and v′.

3.2.6 K-means clustering

The KMCA splits a number of samples into clusters based on how similar the samples are

to other samples. It does this in a way which minimizes the within-cluster variance. The

algorithm used here is Lloyd’s algorithm (Lloyd, 1982), which is computationally efficient

but not guaranteed to find a global minimum for the within-cluster variance. It starts

by randomly assigning samples to clusters. Then it calculates the mean of each cluster,

and re-assigns samples to new clusters based on which of the cluster means each sample

is nearest to under a Euclidean distance metric. This last step is repeated until there is

very little movement (less than some predefined threshold) in the cluster means, when the

algorithm terminates.

The number of clusters to use is not a priori obvious. We have the competing require-

ments that we want few enough RWPs that we can analyse where each one comes from

without being overwhelmed with data, and we want each RWP to be as representative as

possible of its cluster of profiles. We pick 10 clusters as a pragmatic number of clusters

to use, being large enough to span the wind profile space, and small enough that sensible

analysis of each cluster is possible. As discussed in Sect. 3.4.4, we investigate using different
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numbers of clusters, finding that no value for the number of clusters produces an optimal

outcome in terms of identifying inherent clusters in the data.

We ran the algorithm five times with different random seeds. The results each time were

nearly indistinguishable in terms of the RWPs that were produced, although the particular

cluster label would be different for each of the different initial seeds. This indicates that

the algorithm is unlikely to be getting stuck in a local minimum.
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3.3 Results

3.3.1 Representative wind profiles
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Figure 3.4: u′ and v′ wind profiles of the median of the 10 RWP clusters, with (a) showing

cluster 1 (C1), (b) showing cluster 2 (C2) and so on. They have been denormalized with

respect to magnitude. The 10th and 90th percentiles are also shown.

The 10 RWPs are shown in Fig. 3.4, along with the 10th and 90th percentiles at each pressure

level. They have been denormalized with respect to magnitude (but not to rotation), hence

their wind speed is shown in m s−1 on the abscissa. It should be noted that there is no

spread in the v′ profile at 850 hPa; this is due to the normalization of the rotation to align

all profiles in the u′ direction. The spread of the percentiles increases going higher into the

atmosphere. This is caused by the contribution of the lower troposphere being favoured, as
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described in Sect. 3.2.4.1. Most profiles show zero low-level wind. This is most probably

due to the surface friction in the climate model.

Five profiles show low-level shear: C2, C5, C6, C7 and C10 have maximum differences in

wind speed of greater than 8 m s−1 between 1000 hPa and 800 hPa. C6 shows particularly

strong difference in wind speed of 24 m s−1 between 1000 hPa and 850 hPa. Given that

low-level shear is so important for the organization of convection, this implies that these

RWPs might indicate where organized systems are likely to occur. Profiles C2, C10 and

C4 respectively look like scaled versions of a similar profile, with C2 having the strongest

winds and C4 the weakest.

Profiles C1, C3, C8 and C9 contain mid-level shear, with a maximum difference in

wind speeds of greater than 8 m s−1 between 800 hPa to 500 hPa. From the evidence in

observational studies (LeMone, Zipser and Trier, 1998), and modelling studies (Robe and

Emanuel, 2001), this could be important in determining the organization, particularly if

there is weak low-level shear, as is the case for RWPs C1, C3 and C8.

As is more clearly visible in the hodographs in Fig. 3.5, profiles C5, C6 and C7 all show

some turning with height. C7 is seen to be backing with height, while C5 and C6 are seen

to be veering.
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3.3.2 Geographical distribution of representative wind profiles
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Figure 3.5: Left column: hodographs of the 10 RWP clusters, showing the u′ and v′ winds

as in Fig. 3.4. The circle, square, triangle and cross show levels 1000 hPa, 750 hPa, 500

hPa, 250 hPa respectively. Centre column: Wind rose of distributions of the wind direction

at 850 hPa. (Note that these show the direction in which the wind at 850 hPa is blowing,

i.e. for C3 the 850 hPa wind is to the west, or easterly, as can be seen from (c.ii).) Right

column: heatmaps of the distributions of each RWP across the tropics, showing the total

number of profiles for each RWP at each grid-column.
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RWP Land % Ocean % Number of profiles % of all profiles

C1 9.23 90.77 14356 9

C2 53.70 46.30 15111 9

C3 6.42 93.58 15844 10

C4 75.31 24.69 29633 19

C5 70.44 29.56 11023 7

C6 14.18 85.82 5579 4

C7 74.46 25.54 16908 11

C8 76.17 23.83 11437 7

C9 75.57 24.43 11982 8

C10 81.26 18.74 27249 17

Table 3.1: RWPs, showing the percentage that occur over land and ocean, the total number

of profiles in each RWP, and the percentage of all profiles. In the model, over the tropics

67 % of the grid-cells are ocean and 33 % are land.

Fig. 3.5 shows hodographs of the 10 RWPs, wind roses of the distribution of the rotation

of the profiles, and heatmaps of the geographical distribution of each RWP. From the

geographical distributions, it is evident that the various RWPs show clear spatial patterns,

with some RWPs showing more activity over specific regions of the globe, for example C6

occurs predominantly over the north-west Pacific. As can be seen in Table 3.1, some RWPs

occur almost exclusively over the oceans, the C1, C3 and C6 occurrences are 90.8 %, 93.6

% and 85.8 % over the oceans respectively. This in contrast to RWPs C4, C5, C7, C8, C9

and C10, that occur between 70 % to 82 % over land. RWP C2 is the only RWP that is

roughly split between ocean and land.

Table 3.1 also shows that there are different numbers of profiles in each RWP. C6 has

the fewest with 5579, and C4 has the most with 29633, approximately five times as many.

The mean number of profiles in an RWP is 15912.

RWP C6 is the most localized of all the RWPs; as noted above, almost all occurrences

are over the north-west Pacific. Figure 3.6 shows the annual cycle of RWP occurrences. For

C6, most of the activity happens in July and August, meaning that it is localized in time

as well. It is an interesting profile in terms of its vertical structure, having strong low-level
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shear (Fig. 3.4). The fact that it is spatially and temporally localized fits with it having

the fewest number of profiles.

From Fig. 3.4, RWPs C2, C10 and C4 were identified as having similar vertical structures.

C2 and C10 show broadly similar geographical distributions: they both occur across South

America and the north-west and south-west Pacific (Fig. 3.5). However, C2 is more active

in the north-west Pacific, and shows activity in the south-east Pacific whereas C10 shows

very little. Looking at the wind roses for C2 and C10 shows that the winds at 850 hPa are

orientated in different directions, being predominantly eastwards for C2 and westwards for

C10. C4 shows a much greater difference in spatial distribution from C2 and C10; there is

considerable activity over south Africa and over the equatorial Pacific. Like C10, the 850

hPa winds are orientated mainly westwards. Therefore, despite their broad similarity in

terms of their vertical structure, these RWPs are seen to have distinguishing features in

terms of how they are distributed across the tropics and in their orientation.

RWP C1 occurs most often over the west Indian Ocean (Fig. 3.5), and also has high levels

of activity over the west Atlantic, and over the Pacific. The activity over the Indian Ocean

comes mainly from the months of JJA (see Fig. A.4 in Appendix A), which corresponds to

the peak seen in its temporal distribution in Fig. 3.6. The activity in the Pacific shows

seasonal dependence, with activity being highest in the winter hemisphere (Fig. 3.6). RWP

C3 is prominent over the equatorial Atlantic, as well as showing some activity over the

Pacific and Indian Oceans. C5 shows little spatial localization. C7 occurs mainly over land:

especially over South America and southern Africa. There is also some signal over the east

equatorial Atlantic. C8 is prominent over Africa, and C9 shows signals over Africa and

South America, particularly along the west coast which is perhaps related to the position

of the Andes.

From the wind roses of orientation (Fig. 3.5), four RWPs are seen to be almost exclusively

orientated in a particular direction: C1, C3, C4 and C6. Others are predominantly in one

direction: C2, C7, C8 and C10. C5 appears to be bimodal, either directed north-east or

west-south-west. C9 has a broad spread of orientations in its distribution. However, it has

weak winds at 850 hPa (see Fig. 3.4), and this may lead to there being more chance of it

having different orientations. From the hodographs (Fig. 3.5), half of the RWPs do not

show much turning with height, for example C1, C2, C3, C4 and C10. C6 shows significant
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turning from near the surface up to around 500 hPa, and C5 and C7 both show similar

magnitudes of turning in both the u′ and v′ directions.

3.3.3 Seasonal variation of RWPs
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Figure 3.6: Seasonal variation of the 10 RWPs, showing the yearly average, each year

individually and the mean latitude of occurrence.

In Fig. 3.6, the seasonal variation of each of the RWPs is shown. Additionally, the mean

latitude of all the profiles that make up each RWP is shown. In most cases, there is little

variation from year to year, and C2, C6 and C10 are the only RWPs that show much
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interannual variability. C2 shows variability over February, and all three show variability

over July and August. In all of these cases, variability occurs when there is a peak in

activity.

Several RWPs show a bimodal seasonal distribution - C1, C2, C3, C5, C9 and C10. For

C1, C2 and C10, there is a clear latitudinal dependence on the month as well, indicating

that the cause for the bimodal seasonal distribution is that the RWP is active in either the

summer or the winter hemisphere. For C2 and C10, there is more activity in the summer

hemisphere, whereas for C1 the opposite is true. C4 shows strong activity all year round,

peaking in January and having a slight increase in activity in the summer hemisphere. C6

shows a very strong increase in July and August, with high variability across years as well

(there is little activity in September 1988 – August 1989). The other RWPs, C7 and C8,

show weaker seasonal and latitudinal dependence.

3.4 Discussion

The analysis so far can be used to shed light on where and when particular shear conditions

are active in a climate model. In this section, we draw out the link between shear and the

organization of convection by associating specific features seen in our analysis with similar

features seen in studies of the spatial distribution of MCSs. We also examine whether the

RWPs we have identified are similar to wind profiles found in case studies of organized

convection.

3.4.1 Comparison with studies of the spatial distribution of MCSs

Mohr and Zipser (1996) use satellite observations of the 85 GHz frequency band to detect

tropical MCSs over January, April, July and October 1993. The 85 GHz band picks up the

ice scattering signature, and so is well suited to detecting the large cirrus shields associated

with MCSs. They define an MCS as an area with brightness temperature below 250 K of at

least 2000 km2, which contains a minimum brightness temperature of below 225 K. From

this, they produce a distribution of MCSs between 35° N and 35° S. They find that there is

a difference in distribution between continental and oceanic MCSs, with continental MCSs
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being 60 % more frequent at sunset and oceanic MCSs being 35 % more frequent at sunrise.

We can compare our distributions of RWPs in Fig. 3.5 with their distributions of MCSs, to

determine whether our climate model is producing sheared environments in the expected

regions of the tropics.

Mohr and Zipser (1996) present two distributions for each month: one for the sunrise

pass and one for the sunset (their Figs. 4 – 7). These can be compared with the filtered

profiles (Fig. 3.2) and the geographical locations of the RWPs (Fig. 3.5). The first thing to

note is that there is a broad agreement between regions where there is MCS activity and

where we see activity of the RWPs. High MCS activity is seen over Africa, South America

and the tropical oceans. This corresponds to high levels of activity of RWPs over Africa

(C4, C7, C8 and C9), South America (C2, C4, C7, C10) and the tropical oceans (C1, C3

and C4). Also, in their study, they see reduced activity over the South Atlantic Gyre and

South Pacific Gyre, which is also seen in Fig. 3.2 and Fig. 3.5.

A latitudinal variation of activity over Africa and South America is seen in their Figs.

4 – 7. This matches well with the RWP geographical distributions when each RWP is

considered separately for the seasons DJF, MAM, JJA, SON respectively (see Appendix A,

Figs. A.2 – A.5). Also, there is a peak in activity over Australia of C2, C4 and C10 over

DJF (see Appendix A, Fig. A.2), corresponding to enhanced activity in their Fig. 4 (b) in

January.

RWP C6 was shown to be well localized in time and space, occurring predominantly

over the north-western Pacific in the months of July and August (Figs. 3.5 and 3.6). In Fig.

5 (a) and (b) of Mohr and Zipser (1996), increased activity is seen over a region defined by

25° N to 5° N and 120° E to 150° E. From their other figures, MCS activity in this region is

seen to be much reduced in January and April, and slightly reduced in October. Given

that C6 has strong low-level shear, it is not unreasonable to expect it to cause organization

of convection. We can therefore tentatively link the wind profiles in our climate model with

the organization seen in this region and season. We note that other RWPs are active in this

region at the same time, namely C2 and C10, and these too could be helping to produce

organization of convection in this region, due to their low-level shear.

There are however some regions where RWPs are active, and no corresponding MCSs

are observed. RWPs C1, C3, and C4 are active over the western Indian Ocean, whereas
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little organization of convection is seen in any month over this region. Similarly, RWPs

C4 and C8 show activity over the Horn of Africa, and no MCSs are detected there. It has

been documented that there is too much precipitation over the western Indian Ocean in the

UM in previous studies (e.g., Bush et al., 2015), and this bias could be responsible for the

increased RWP activity over the same region. This could explain, or could be caused by,

the same bias that causes there to be too much CAPE in this region, which would affect

our filtering step.

Comparison with other studies that have produced climatologies of organization also

provides some useful information. Huang et al. (2018) track MCSs using an algorithm

that combines a Kalman filter with an area-overlapping method, using satellite infrared

data. Their MCS definition criteria include a requirement that the area of cloud brightness

temperature that is 233 K or under must be over 5000 km2, and so is stricter than that of

Mohr and Zipser (1996). They produce a figure that can be compared with our Fig. 3.2:

their Fig. 4. However, they note the similarity between their Fig. 4 (a) and GPCP. We have

already discussed the differences between our Fig. 3.2 and GPCP in Sect. 3.2.3, and so it is

not surprising that very similar remarks apply between our Fig. 3.2 and their Fig. 4 (a). In

Tan et al. (2015), their Extended Data Figure 1 (a) shows a geographical distribution of

“Mesoscale organized deep convection”, which we will take to be similar to the definition of

MCSs. Again, the similarities with GPCP and our own RWP results is apparent.

3.4.2 Comparison with wind profiles from regional case studies

Numerous case studies of the modes of organization of convection present in particular

regions of the tropics have been carried out. For example, in Betts, Grover and Moncrieff

(1976), the properties of six squall lines over Venezuela are investigated over the summer of

1972, showing that a theoretical model provides a good match with the observed squall lines.

In Cohen, Silva Dias and Nobre (1995), a selection of squall lines over the Amazon during

April and May, 1987, is examined. They link the squall line formation to the environmental

wind shear, and present hodographs associated with long-lived squall lines. LeMone, Zipser

and Trier (1998) look at squall lines over the tropical Pacific as part of the Tropical Ocean

Global Atmosphere, Coupled Atmosphere Ocean Research Experiment (TOGA-COARE)

over 1992 and 1993. They show many hodographs, which are used to back up their main
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findings that organization of convection is primarily controlled by low-level and mid-level

shear. We find that we can match some of our RWPs with profiles from these studies.

Betts, Grover and Moncrieff (1976) show a composite wind profile from four squall

lines in their Fig. 5. We are interested in the inflow, which we will take as being the

environmental conditions. Their profile shares many features with C10. It has near zero

absolute wind at the surface, reaches a maximum wind of 10 m s−1 at 700 hPa, reducing to

zero again by 300 hPa. Compared to C10, this means its maximum wind is of a similar

magnitude, although it occurs slightly higher up. The geographical distribution of C10 is

consistent with activity over Venezuela; it shows activity over Venezuela and much of South

America. Its orientation is consistent with the profile from Betts, Grover and Moncrieff

(1976) as well, with the wind at 850 hPa being oriented primarily to the west.

In Cohen, Silva Dias and Nobre (1995), Fig. 2 (c) shows a hodograph from a case where a

squall line was formed. The hodograph matches C10 reasonably well. Their hodograph has

more turning in the lower troposphere, but the maximum deviation from a linearly-aligned

wind profile is 2 m s−1. There is more surface wind than C10 as well, the profile shows

approximately 5 m s−1 of surface wind whereas C10 has no surface wind. However, it shows

a reversal of wind at 800 hPa to 850 hPa, which is similar to the level of reversal of C10

(from Fig. 3.4). The magnitude of wind is 14 m s−1 at this level, which is higher than the

magnitude in C10 of 10 m s−1. The u wind goes to zero by 350 hPa, very close to where

the u wind in C10 is zero. From Fig. 3.5, C10 can be seen to be active over South America,

and the study is looking at Amazonian squall lines. From the wind rose distribution, the

850 hPa wind in C10 can be seen to be easterly, which matches the profile from the paper.

In LeMone, Zipser and Trier (1998), the profile in the hodograph in Fig. 2 (upper) again

matches C10 very well. This time, the surface wind is approximately zero, there is little

deviation from a linearly-aligned wind profile, the maximum magnitude is around 10 m

s−1 and the u wind goes to zero at 400 hPa. The profile was taken from 7.7° S, 158.8° E,

which places it in the south-west Pacific. From Fig. 3.5, C10 can be seen to show some

activity here, although in general C10’s activity is further south. The LeMone, Zipser and

Trier (1998) profile shows a westerly wind at 800 hPa, and from the wind rose distribution,

some of the C10 profiles show a westerly wind. The profile in the lower panel of Fig. 2 from

LeMone, Zipser and Trier (1998) is seen to share some features with C5, although this time
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the match up is not as strong. There is a degree of backing with height, which matches

C5, although there are stronger surface winds and winds at 850 hPa in the profile from the

paper. The profile is from 10.3° S, 157.9° E, and C5 is active in this region, and the wind

rose distribution indicates that the orientation of C5 is consistent with the orientation of the

profile. Finally, the profile in Fig. 8 (lower) from LeMone, Zipser and Trier (1998) shares a

similar form to C3. C3 is active in the correct regions, but its wind rose distribution (Fig.

3.5) shows no sign of westerly-aligned profiles.

Taken together, these comparisons show that some of the RWPs are consistent with

profiles that are known to produce organized convective systems. As noted earlier, C2, C10

and C4 are quite similar in form. Given that C10 was matched with three of the profiles

from case studies, it is not unreasonable to expect that these profiles will be associated

with organization. That we can see correspondence between the RWPs and profiles in case

studies suggests that the climate model is producing realistic wind profiles in places that

are associated with the organization of convection. This lends weight to the idea that we

can use information on the wind profile distributions to find areas where the organization

of convection is prevalent.

We note here that there are many studies of organized convection that we have not

compared against, and many profiles both from these studies and studies of individual

squall lines for which it may not be possible to find a good match. However, we wish here

to show that we are capturing some of the wind shear structure that is associated with the

organization of convection, without necessarily claiming that we can match every profile.

3.4.3 Sensitivity of results to choices of parameters

There are several parameters that have been chosen as part of the RWP generation procedure.

These have been chosen in order to pick out various features in the underlying data. For

example, the CAPE threshold selects profiles where organization of convection is likely

to be active. It is useful to conduct some sensitivity analyses to make sure that the

conclusions that would be drawn using other reasonable parameter choices are broadly the

same. Specifically, we varied:

• CAPE threshold: 75 J kg−1 and 125 J kg−1;



Chapter 3: Clustering wind profiles from a climate model to produce 10 RWPs 85

• maximum shear percentile: 65th and 85th; and

• lower troposphere favour factor: 3 and 5 times.

Running with these different values makes some difference (not shown), but the overall

conclusions would be the same. The differences are most notable in that more/fewer profiles

are in each RWP for decreased/increased CAPE threshold and maximum shear percentile.

In all cases, there is a one-to-one correspondence between the RWPs in the control set and

the sets produced with modified parameters. Changing the lower troposphere factor has an

effect on the number of principal components needed to represent 90 % of the variance: using

values of three and five needs eight and six principal components respectively. However, it

does not substantially affect the RWPs that are generated.

3.4.4 Use of clustering

The use of clustering as the final step in the procedure partitions the space of all wind

profiles into N clusters. However, the question of how to pick N is still open. There

are methods for estimating what value to use, such as the elbow method, which runs

the algorithm for different values of N , looking for an identifiable kink in the resulting

within-cluster variance score. However, when we ran with 5 – 20 clusters, no obvious kink

could be seen (see Fig. A.1 in Appendix A), indicating that there was no particular number

of clusters that produced an optimal outcome. This is perhaps to be expected; we cluster

the data to find coherent groups within it, but the cutoff between one group and another is

in a sense arbitrary. This is due to our underlying dataset not exhibiting strong inherent

clustering. Our requirements are rather that we need to have enough clusters so that each

RWP can be said to be representative of all the member profiles, and few enough that we

can analyse each of the clusters individually and compare all the clusters with observations.

We therefore take N = 10 as a pragmatic choice, noting that the spread between the 10th

and 90th percentiles in Fig. 3.4 is not too large and that we can say something physically

meaningful about each of the clusters.

As noted earlier, the fact that we end up with nearly indistinguishable results running

with different seeds means that the algorithm is unlikely to be getting trapped in a local

minimum. It also points to the fact that there is some bunching of the samples together.
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3.4.5 Extensions

Some extensions to the work that are outside the scope of this thesis naturally suggest

themselves. We have produced a climatology of shear for a climate model. We do this so that

the model’s reproduction of the shear environment for convection can be understood, and

partially evaluated against observations. However, using a climate model makes comparison

with observations more difficult, as multiple aspects of the analysis are being tested at once.

First, the climate model must be correctly producing wind profiles that are similar to those

seen in observations. Second, the model must produce these in the correct place. Third, our

analysis must correctly identify the profiles as RWPs, with enough discriminatory ability

to distinguish between different RWPs but not so much that we are overwhelmed by the

number of RWPs to analyse.

One way of performing a similar analysis in a manner that was more tied to the observed

state of the atmosphere would be to use a reanalysis product, such as ERA-20C (Poli

et al., 2016) or 20th Century Reanalysis Project (Compo et al., 2011). Due to these being

combinations of a model and assimilated observations, they may well produce wind profiles

that are both more realistic and closer in location than those of a climate model. With this

analysis, the comparison with observation would provide stronger evidence that the shear

climatology was indeed influencing the organization of convection. However, it would not

shed as much light on the behaviour of the model, and its ability to produce realistic wind

profiles without the constraints of observations.

Mohr and Zipser (1996) stress the importance of the diurnal cycle for MCSs, finding

that oceanic MCSs are more numerous at sunrise, whereas continental MCSs are more

numerous at sunset. This aspect of the organization of convection was not investigated

here, but it would be possible to do so using this method. The fact that we have found

differences between those profiles that occur over land or ocean suggests that we might be

able to look at different dynamic conditions and see if this has a bearing on the types of

MCSs that are formed.
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3.5 Summary

We have developed a procedure for grouping similar wind profiles produced by a climate

model into 10 RWPs which effectively span the parameter space. To do this, we made

decisions about which wind profiles were important for the organization of convection, and

correspondingly we filtered out profiles that did not come from regions where there was

significant CAPE, or that did not have large shears in the lower troposphere. Then, to

limit the effect of upper level winds on the analysis, we favour the lower troposphere by

reducing the weighting of the winds above 500 hPa. We also rotated the profiles so that

their winds at 850 hPa were aligned, on the grounds that we can neglect the variation of

the Coriolis parameter over the tropics. The profiles are normalized by the maximum wind

speed at each level for the subsequent analysis as well.

To reduce the number of dimensions of our samples, we apply principal component

analysis. We use as many principal components as are required to explain 90 % of the

variance, which is seven. Using the samples as represented by their principal components,

we apply a K-Means clustering algorithm. This effectively partitions the space of all samples

into a given number of groups of profiles. We choose to use 10 clusters, as a pragmatic way

of splitting up the profiles so that the spread of each cluster is not too large, and that there

is a manageable number of clusters. The median of each cluster then forms our RWPs.

Profiles of the 10 RWPs show that there is not too much spread below 500 hPa. The

RWPs exhibit some characteristics that are associated with the organization of convection,

namely low-level and mid-level shear. Their spatial distribution shows that each RWP

occurs over preferred regions of the tropics. For example, RWP C6 is well localized to the

north-west Pacific. They are well split into oceanic and land profiles, with only one of

the RWPs having around 50 % of its profiles coming from both. Some of the RWPs show

turning with height. Several show consistent orientation of their 850 hPa winds.

From their seasonal distributions, several RWPs are seen to be most active at two

times of the year. For three of the RWPs, this can be related to being active in one of the

hemispheres: C1 shows peak activity in the winter hemisphere, whereas C2 and C10 show

peak activity in the summer hemisphere. C6 is seen to be well localized in time over July

and August. In general, the RWPs do not show much annual variation.
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The distribution of RWPs can be compared with previous studies on the distribution of

MCSs. The distribution of RWPs is seen to be broadly consistent with the distribution of

MCSs from Mohr and Zipser (1996), and to a lesser extent Tan et al. (2015) and Huang et al.

(2018). With Mohr and Zipser (1996), a similar seasonal progression of RWP distribution

over Africa is seen as the progression of MCSs. The RWP C6 is seen to be consistent with

the higher activity of MCSs over the north-west Pacific. There are some discrepancies

though, such as over the Horn of Africa, and over the west Indian Ocean. These may be

related to biases in precipitation in the UM over the Indian Ocean, as described in Bush

et al. (2015).

The RWPs are similar to profiles observed in studies of organization of convection in

specific geographical regions. In particular, C10 is similar to regional studies from Venezuela

(Betts, Grover and Moncrieff, 1976), Brazil (Cohen, Silva Dias and Nobre, 1995) and the

tropical Pacific (LeMone, Zipser and Trier, 1998). C10 was also seen to be similar in form

to C2 and C4, which indicates that these RWPs may be associated with the organization of

convection as well.

This chapter meets the first goal set out in Sect. 1.6 – G1. We have shown evidence

that the RWPs are likely to be associated with the organization of convection, and that

some of the profiles are similar in nature to those seen in case studies of the organization

of convection. For each of the RWPs, we know where and when in space and time they

are active, and we know their wind profiles. Thus, we have information we require about

the dynamic conditions under which the organization of convection is likely to occur. In

Chapter 5, we will use the RWPs to perform high-resolution radiative-convective equilibrium

experiments to ascertain whether the RWPs cause the organization of cloud fields in idealized

experiments, and to test hypotheses that can be used as a basis for modifying convection

parametrization schemes. In Chapter 7, we will present a modified version of the clustering

procedure shown in Fig. 3.1 that can be used as a diagnostic step within climate models to

make their convection parametrization schemes shear-aware.



Chapter 4

Radiative-convective equilibrium

forcing simulations using simple wind

profiles

4.1 Introduction

Idealized atmospheric models can be used to investigate how vertical wind shear interacts

with cloud fields. The paradigm of Radiative-Convective Equilibrium (RCE) provides a

simple conceptual framework for performing idealized experiments with Cloud Resolving

Models (CRMs), where the convection is in equilibrium with its forcing. As has been

done in many previous studies (e.g., Robe and Emanuel, 2001; Cohen and Craig, 2006),

the forcing that is used in this chapter is a prescribed cooling of a similar magnitude

to the typical radiative cooling observed in the tropics, and the forcing represents the

radiation. This simplifies the experimental setup, and also makes self-aggregation (see

Sect. 2.2.2) less likely. Simulations of RCE generate convective cloud fields which bear a

strong resemblance to observed cloud fields, and produce clouds with their own internal

dynamics that can interact with other clouds. When there is no shear, there is nothing

to favour one direction over any other, and the expected cloud fields will exhibit close

to random or “popcorn” convection. When simulations are performed with a sheared

environment, the symmetry of the simulations is broken by the presence of shear and

89
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we expect to see enhanced organization. This could take the form of weak organization

when the shear is weak (Emanuel, 1994), or stronger organization such as squall lines and

Mesoscale Convective Systems (MCSs) when sheared environments with stronger low-level

and mid-level shear are present (Rotunno, Klemp and Weisman, 1988; LeMone, Zipser and

Trier, 1998).

In Sect. 2.2.1, we discussed some Type II studies that are relevant for this chapter and

Chapters 5 and 6. We give a brief summary of the most relevant studies here. When varying

the shear profile, some previous studies using RCE CRMs have done so whilst simultaneously

changing the surface wind (Robe and Emanuel, 2001; Cohen and Craig, 2006). Increasing

the surface wind has an effect on the thermodynamic state of the atmosphere by driving

higher sensible and latent heat fluxes into the boundary layer for a given temperature

difference between the surface and the lowest level of the atmosphere (Sect. 4.1.2). This

can lead to a build-up of CAPE as the lower troposphere warms. The previous studies

above have either not accounted for this effect (Cohen and Craig, 2006), or applied an

effective background wind speed for use in the bulk aerodynamic formulae only (Robe and

Emanuel, 2001). Using a fixed surface flux breaks the relationship between surface wind and

surface flux, which could be important when, for example, the convectively driven gust front

produces higher surface wind. Neither of these options allows for a systematic appraisal of

how the surface wind affects the thermodynamic state of the atmosphere. As laid out in

more detail in Sect. 4.1.2, we vary the surface wind and shear profiles independently, with

the aim of distinguishing between the effect of each of these on the cloud field and mean

atmospheric state.

In Anber, Wang and Sobel (2014), they varied the shear profile and the surface fluxes

systematically. Their experiments therefore have similarities with the ones we perform in

this chapter, although we vary the surface wind, not the surface flux, which will have a

different effect (Sect. 4.1.2). As in Robe and Emanuel (2001), a fixed surface flux breaks the

link between surface wind and surface flux. Additionally, they parametrize the large-scale

response using a weak temperature gradient approximation, which we do not do here, and

thus their experiments were performed under a different set of constraints (Sect. 6.1). The

shear profiles they used were different from the ones we use, containing either deep shear,

or shallower shear over different depths (their Fig. 1). They do study the effect of shear

on organization, although the analysis they used to diagnose organization is different from
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ours (Sect. 4.2.5). They investigated the bulk thermodynamic structure of the atmosphere

using vertical profiles of Moist Static Energy (MSE). Thus, their experiments are certainly

similar to ours, but the different choices in both experimental design and analysis that they

have made would make direct comparison difficult. We note that they do find a positive

correlation between the strength of the shear and the organization, consistent with the

theory of Rotunno, Klemp and Weisman (1988), although they find this for the case of

deep shear over a depth of 10 km, and not when there is low-level shear only.

RCE simulations produce a statistically steady state, where the forcing is balanced

by the convective response. This relies on the evidence that, in the tropics, convection

is in equilibrium with the forcing (Fig. 2.4). This makes them well suited to producing

information that can be used by Convection Parametrization Schemes (CPSs) which have

used the assumption of quasi-equilibrium (see Sect. 2.3.1.5), because an equivalence between

the domain of the simulation and the size of a grid-column can be drawn. We make use

of this equivalence in this thesis. However, it is important to consider what information

from RCE simulations can be used to make modifications to a CPS. For example, under

our definition of RCE as an experiment with a cooling tendency representing the radiative

cooling, we can say a priori what the convective response must be once the simulations

have reached equilibrium, as it must balance the prescribed cooling. The cloud field and

the mean thermodynamic profile are, however, free to produce this response using any of

the means available to them, such as through the release of latent heat or the divergence of

the vertical flux of sensible heat. Thus, we cannot use information from the simulations to

directly measure what the convective response is. Rather, we can use these simulations

to measure certain aspects of the cloud fields, and use this to inform the design of a CPS.

These aspects include the thermodynamic state of the atmosphere, the mass flux statistics

of the cloud field, the lifetimes of individual clouds and the degree of organization of the

cloud field.

The purpose of this chapter is to analyse the cloud fields in four experiments performed

with different simple wind profiles. The wind profiles are similar to ones used in previous

studies of the organization of convection in RCE, and are described in Sect. 4.2.2. These

profiles systematically vary the shear and the surface wind, meaning that we can examine the

effect of varying each of these in turn. We can also perform comparisons between experiments

that, for example, only vary the environmental shear. Analyses of the atmospheric state and
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the cloud fields are then presented, looking at how the aspects of the cloud field in which we

are interested are affected by shear and the surface wind. This chapter therefore serves as

an introduction to the CRM experiments in Chapter 5, in which we use the more complex

Representative Wind Profiles (RWPs) produced in Chapter 3. These chapters build towards

G2 – learning how shear and surface wind affect cloud fields. All of the analyses presented

in this chapter will be built on in the subsequent two chapters. As an example, in this

chapter we present in-depth analyses of cloud field organization. In the next chapter, cloud

field organization is simplified to just using two numbers that characterize the organization,

which allows for easier comparisons to be made between all of the experiments.

The remainder of the chapter is set out as follows. First, certain key ideas relevant

to idealized simulations of RCE are introduced (Sects. 4.1.1 and 4.1.2). Then, a set of

hypotheses which were used to design the experiments, and act as a conceptual framework

for understanding and evaluating the results is given (Sect. 4.1.3). In the Methods section,

the idealized CRM is described (Sect. 4.2.1), the experiments carried out in this chapter

are listed (Sect. 4.2.3) and each of the types of analysis applied to the model output is

detailed (Sects. 4.2.4 to 4.2.7). In the Results section, we present an overview of the results

of the four experiments, showing the cloud fields (Sect. 4.3.3), and thermodynamic states

and individual clouds from selected experiments (Sect. 4.3.4). We then present a series of

detailed analyses which are designed to provide information that will be relevant to a CPS

(Sects. 4.3.5 to 4.3.9). Finally, the results are summarized and discussed in relation to the

hypotheses and previous work (Sect. 4.4).

4.1.1 Energy and moisture budgets

For an idealized experiment with biperiodic boundary conditions, strict balances on the

energy and moisture fluxes are expected. These can be summarized as: the net energy

flux into the model must equal the rate of change in energy stored in the model, and

the net moisture flux into the model must equal the rate of change in moisture in the

model. In equilibrium, a stronger statement exists as the rate of change of energy and

moisture is, by definition zero, so the net fluxes of energy and moisture must be zero. For

our experimental setup, there are fluxes of sensible and latent heat into the atmosphere

through the surface boundary, and there is a flux of liquid water out of the atmosphere



Chapter 4: RCE forcing simulations using simple wind profiles 93

in the form of precipitation at the lower boundary. There are also energy fluxes out of

the atmosphere from the prescribed forcing (see Sect. 1.5 where forcing experiments are

introduced), and from the relaxation used to keep the stratosphere close to a reference

profile for the forcing experiments. For the relaxation experiments, there is only a relaxation

term. This is illustrated in Fig. 4.1, left. In equilibrium, there must therefore be balances

between the sensible and latent heat fluxes, and the energy fluxes from the prescribed

cooling and relaxation. There must also be a balance between the latent heat flux and the

precipitation, once a suitable conversion has been made, because both are either supplying

or removing moisture from the model.

SHF LHF PFE

Rel.

Cooling

SHF LHF PFE

Rel.

Cooling

Dyn.
Non-cons.

Figure 4.1: Schematic showing fluxes into and out of the atmosphere in the CRM. Red

arrows show an energy flux, blue arrows a water flux. The mixed red/blue arrows show water

vapour fluxes, which will add to the energy budget on a phase change to liquid water in the

atmosphere. Shown is the Sensible Heat Flux (SHF), Latent Heat Flux (LHF), Precipitation

Flux Equivalent (PFE), Relaxation (Rel.), Cooling and Dynamical Non-conservation (Dyn.

Non-cons). Left shows the situation in an idealized RCE experiment with a dynamical core

that is conservative. Right shows the situation for a dynamical core that is non-conservative.

The above is strictly true. However, when running a CRM, one of the important aspects

of the simulation is the dynamical core: the set of equations that is responsible for advecting

the air and tracers in the atmosphere. The property of the dynamical core that is of

interest here is whether or not it is conservative; that is, whether strict guarantees can be

made about whether it will always act to conserve energy or a tracer (where the tracers

could be moisture variables in their various species). The dynamical core of the Unified

Model uses the Semi-Implicit, Semi-Lagrangian (SISL) advection scheme, which is not,

by design, conservative. It has, however, many other features that make it suitable for a

dynamical core, such as being able to run with a long timestep whilst remaining stable.

The consequence of using this scheme is that the conservation of water is not guaranteed

without using an additional conservation scheme. The same is true of energy. In Appendix
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B, some details of the moisture and energy conservation schemes are given. These schemes

produce additional fluxes of moisture and energy into the model, which should exactly

balance the magnitude of the non-conservation. After applying these two conservation

algorithms, conservation of energy and moisture is much closer to the outline described

above (see Fig. 4.1, and Table 4.2).

4.1.2 Surface wind and fluxes

The bulk aerodynamic formula for surface fluxes of heat and moisture is given by:

Fφ = Cφ(z0,φ)|V|(φs − φref ). (4.1)

Here, φ is either T or q, and so this formula represents the sensible and latent heat fluxes

respectively. Cφ(z0,φ) is a dimensionless bulk transfer coefficient, which is a function of the

roughness length of the underlying surface and near-surface stability. |V| is the magnitude

of the near-surface wind, and φs and φref are the values of φ at the surface and a reference

height above the surface respectively.

As discussed in Sect. 4.1.1, when statistical equilibrium applies there must be a balance

of energy and moisture fluxes into the atmosphere. If surface winds are increased, then

due to the bulk aerodynamic formulation of the surface fluxes, the near-surface atmosphere

must warm (the difference between Ts and Tref must reduce) to keep the same amount of

energy flux into the model. This will lead to a change to the thermodynamic profile, as the

atmosphere will become more unstable, as measured by, for example, its CAPE. This has

implications for CPSs, as they often use the idea of a CAPE closure in their formulation

(see Sect. 2.3.1.6). As such, it is of interest to characterize these effects, and see what

bearing they have on the overall organization of the cloud field. A similar argument holds

for q.

4.1.3 Hypotheses to be tested

Before designing the experiments, we came up with a set of hypotheses to be tested. These

are more specific than the broad research goal G2 of understanding how shear affects the
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equilibrium properties of cloud fields, and act as individual pieces of evidence that can be

synthesized to address the main research goal. They also act as a conceptual framework for

understanding the results of the experiments.

H1 Experiments with no wind shear will show weak organization (Sect. 2.2).

H2 Experiments with stronger low- or mid-level shear will exhibit stronger organization

of their cloud fields (Sects. 2.1.1 and 2.1.2).

H3 As cloud field organization increases, cloud lifetime will increase (Sect. 2.4).

H4 Probability Density Function (PDF) of mass flux per cloud will show close to an

exponential decrease (regardless of whether there is shear or not) – as found by e.g.

Cohen and Craig (2006) (Sect. 2.2).

H5 An organized cloud field will produce greater amounts of stratiform cloud (Sect. 2.1).

H6 Increasing surface wind will lead to a more unstable atmosphere (Sect. 4.1.2).

The experiments carried out will allow us to either accept or reject the hypotheses. By

setting out in advance what we expected to find out before we designed the experiments,

we provide some justification for why the experimental design was chosen. We will provide

evidence for these hypotheses in the Results section, and revisit them in the Discussion,

Sect. 4.4. We will also use these hypotheses in the following chapter, and summarize our

findings from both chapters in Sect. 5.4.

4.2 Methods

The model setup described here is applicable to this chapter, as well as Chapter 5. The

analyses described in Sects. 4.2.4 – 4.2.7 are applicable to this chapter and Chapters 5 and

6.

4.2.1 Model setup

The model used is the United Kingdom Met Office Unified Model (UM), version 11.0

(Walters et al., 2019), run in its idealized configuration. It is a fully compressible, non-
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hydrostatic model, and its dynamics are modelled using a SISL advection scheme. It is run

using Cartesian coordinates, over a biperiodic domain of 256×256 km2, using a horizontal

resolution of 1 km and a 30 s timestep.

The model uses a variable vertical resolution, starting at 63.22 m at the surface, and

with the vertical grid spacing increasing to 250 m by a height of 2.5 km. The vertical grid

spacing increases again above 15 km, increasing to 1 km by 25 km where it remains up to

the top of the model at 40 km. The change in vertical resolution with height below 25 km

is shown in Fig. 4.2 (left figure). The vertical levels use Charney-Phillips staggering. There

are 98 ρ-levels and 99 θ-levels, and each ρ-level is the exact midpoint of the two θ-levels

above and below it.

Figure 4.2: Left: vertical spacing of θ-levels. Note the level spacing is constant at 1 km

above 25 km. Right: forcing profile applied to models, in the form of a prescribed cooling

of the temperature field (i.e. dTdt ).

The experiments are performed for 20 days, enough time for the simulations to reach

equilibrium (see Fig. 4.6) and for sufficient statistics about the model state to be gathered.

All forcing experiments in this chapter and the next chapter are extended and continued by

running them for an additional five days with higher temporal resolution output, so that

cloud tracking can be performed on these experiments.

No convection parametrization scheme is used; instead the convection is explicitly

modelled by the dynamics and the subgrid parametrization schemes of the model that

are in use. The model uses a 3D Smagorinsky-Lilly subgrid turbulence mixing scheme

(Smagorinsky, 1964; Lilly, 1966), with no blending between this and the boundary layer
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scheme.

Cloud microphysics is modelled using the Cloud-AeroSol Interacting Microphysics

(CASIM) scheme (Grosvenor et al., 2017; Miltenberger et al., 2018). The scheme is

configured with its standard configuration. This uses a double-moment representation of

five hydrometeor classes, including prognostic graupel. Double-moment schemes are better

able to represent the spatial structure of squall lines than single-moment schemes (Khain,

2016, pp. 331–336), and so using a double-moment scheme is desirable for our simulations.

The surface is treated as ocean, with a fixed temperature of 300 K and a friction

roughness length of 2× 10−4 m. The surface heat and moisture fluxes are modelled using

bulk aerodynamic formulae (Sect. 4.1.2), using the same roughness length of 2× 10−4 m.

As discussed in Sect. 4.1.1, energy and moisture conservation schemes are used in order to

improve the conservation properties of the model.

All the simulations are performed as if they were on the equator. Consequently, they

are run with a Coriolis parameter, f , equal to 0, and without geostrophic forcing. The

simulations use a damping layer for gravity waves at the top of the model to stop the

reflection of gravity waves by the hard boundary at the top. The implementation in the

UM is described in Klemp, Dudhia and Hassiotis (2008) and Melvin et al. (2010). The

damping layer extends from 30 km to the top of the model at 40 km, and uses the UM’s

“standard” setting for the form of the damping, which uses a sin2 profile for the strength

of the damping (Melvin et al., 2010). A value of 0.05 s−1 is used for the strength of the

damping coefficient, which is the default for the UM.

4.2.2 Shear profiles

The sheared environment is controlled by relaxation back to the reference wind profiles:

S0W0, S4W0, S0W5 and S4W5, shown in Fig. 4.3. The relaxation timescale is set as

τwind_rel = 6 hr. This is chosen to be larger than the typical timescale associated with the

lifetime of a cloud, which is of the order of 1 hr, and not so large that the mean wind can

deviate substantially from the reference profile.

The shear profiles S0 and S4 are similar to those used in other modelling studies that

look at the organization of convection (Cohen and Craig, 2006; Tompkins, 2000). S0
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Figure 4.3: u component of the wind profiles used for the four forcing experiments. The

solid lines show the reference profile and the dashed lines show the profiles taken from the

final day of the simulations. In all cases, the v component is zero at all heights.

indicates there is no shear in the profile, S4 indicates that there is shear of 4 m s−1 km−1 in

the lowest 1 km. Thus, S0W0 and S0W5 have no wind shear. S0W0 has no surface wind,

and S0W5 has 5 m s−1 surface wind.

S4W0 and S4W5 both have shear in the lowest 1 km. They are identical to the profile

used in Cohen and Craig (2006), except they have been shifted so that there is relaxation

back to zero wind and 5 m s−1 at the surface. Applying this Galilean transformation should

not affect the dynamics of how the profiles stimulate organization. It will, however, change

the manner in which the surface fluxes come into balance with the cooling tendency. In

the sheared profile used in Cohen and Craig (2006), there is a surface wind of 8 m s−1.

This would drive a larger surface sensible heat flux for a given temperature difference, and

similarly for the latent heat flux, and so, assuming H6 holds, would increase the instability.

This increase in instability would therefore have a bearing on the nature of the organization

of the cloud field. For this reason the experiments were designed so that the effects from
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changing both shear and the surface fluxes (and hence the instability) could be separated.

The shear profiles S4W0 and S4W5 both have low-level shear, mid-level shear in the

reverse direction and both are linear, i.e. they show no turning with height. They are

simplified idealized profiles that have been shown in previous work to induce organization,

and were seen to produce organization in preliminary simulations using the UM (not shown).

These four wind profiles provide the simple sheared environment used in this chapter.

4.2.3 Experiments

The experiments in Table 4.1 differ in both shear state and surface wind (described above

in Sect. 4.2.2). These experiments, combined with the analyses of the cloud field, allow us

to begin to test the hypotheses set out earlier. They span some of the space of shear and

surface wind, building up a picture of how equilibrium cloud fields respond to these two

factors.

Name Ref. surf. wind Ref. shear mean surf. wind (ms−1) LLWD (ms−1) MLWD (ms−1)

S0W0F W0 S0 0.0 0.0 0.0

S4W0F W0 S4 1.6 1.5 7.2

S0W5F W5 S0 3.9 1.0 0.1

S4W5F W5 S4 5.4 2.6 7.2

Table 4.1: List of forcing experiments, showing the experiment name, what surface wind its

references profile contains (W0 or W5) and what shear its reference profile contains (S0 or

S4). The mean surface wind (
√
u2 + v2, where an overbar is the spatial average) from the

final day of each simulation is shown. The maximum Low-Level Wind Difference (LLWD)

and Mid-Level Wind Difference (MLWD), taken from the end of each simulation, are then

shown. These are defined in the main text.

As well as indicating which reference profile is used for each of the experiments, Table 4.1

shows the maximum Low-Level Wind Difference (LLWD) and Mid-Level Wind Difference

(MLWD), and the mean surface wind. These are taken from the end of each of the

simulations. The LLWD is defined as being the maximum wind difference between any pair

of levels from the lowest 17 model ρ-levels (from the surface to 1957 m), and the MLWD is

the maximum between any pair from ρ-levels 17 to 33 (1957 m to 5875 m). The definitions
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are as close as possible to the definitions used in Chapter 3, allowing for the conversion

from pressure to height coordinates (see Sect. 5.2.1 for details on how this conversion is

done).

The mean surface wind shows that even though the wind profile for the W0 experiments

has relaxation back to 0 m s−1 wind at the surface, the actual mean surface wind is not zero.

This can be understood with reference to Fig. 4.3. In the case of S4W0F, this is because

there is vertical momentum transport in the boundary layer, which acts to increase the

wind near the surface. For S0W5F, the surface drag acts to reduce the wind speed down

from 5 m s−1 to 3.9 m s−1. For S4W5F the vertical momentum transport and surface drag

are opposed in their action, and the surface wind comes into balance at 5.4 m s−1.

The LLWD shows that even though the reference shear profile for the S4 experiments

has 4 m s−1 wind difference between the surface and 1 km, the actual shear is lower than

this. This can also be understood with reference to Fig. 4.3.

For S4W0F, there is vertical momentum transport in the boundary layer that acts to

increase the wind near the surface, and decrease it at 1 km. This acts to decrease the shear,

as measured by the LLWD. S0W5F exhibits some shear, even though there is none in its

reference profile. This is because of surface drag, as mentioned above.

The fact that the actual wind profiles do not match the reference wind profiles is not

surprising. The actual profiles represent an equilibrium, where the wind relaxation forcing

balances the tendencies provided by the model’s dynamics. Surface drag and vertical

momentum transport clearly play a role here. When interpreting the results, it is necessary

to bear in mind the fact that our experiments do not absolutely separate the effect of wind

shear from surface wind. However, it is worth pointing out that the S0 experiments have less

low-level shear than the S4 experiments, and the W0 experiments both have closer to zero

surface wind than the W5 experiments. Therefore, the interpretation of the experiments

can proceed on the basis that S0 experiments have weaker shear, and W0 experiments have

less surface wind, and vice versa for S4 and W5.
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4.2.3.1 Applied forcing

The forcing experiments are performed with a constant prescribed cooling of 1.5 K day−1,

which is broadly similar to radiative cooling rates observed over the tropics (Emanuel,

1994). The cooling is applied from the surface to 200 hPa, and decreases linearly with

pressure to zero by 100 hPa (shown in Fig. 4.2, right figure). Additionally, above 12.5 km,

a stratospheric relaxation to a reference temperature profile is applied. The reference

profile comes from previous RCE simulations using the Large Eddy Model (LEM; personal

communication, C. Smith, 2016). The relaxation is applied to stop the temperature above

the cooling layer drifting with time. As deep convective clouds form due to the instability

caused by the cooling, they will act to balance the cooling by latent heat release and flux

divergence of sensible heat. However, some of the convective clouds will overshoot the

cooling layer. These would cause a warming above the cooling layer, were it not for the

temperature relaxation, and the warming would mean that the model was gaining energy

and hence not in equilibrium. Temperature relaxation in the stratosphere is implemented

to prevent this.

4.2.4 Cloud identification

Cloudy grid-cells are identified based on a thresholding technique using vertical wind, w, and

specific cloud liquid water, qcl. We use the values of w > 1 m s−1, and qcl > 5× 10−3 g kg−1,

values similar to those used in previous studies (Zipser and LeMone, 1980; Cohen and Craig,

2006). We define clouds where both of these conditions are met; this means that we are

selecting grid-cells where there is upwards motion and any cloud liquid water. Using both

increases the specificity of the identification, making it less likely that signals from gravity

waves will be picked up. The height of all subsequent cloud analysis is 2062 m. We pick a

value which is above the LCL of the simulations and below the melting level so that we can

be confident that we are sampling clouds with liquid water. Due to the use of only qcl, and

not cloud ice, graupel or snow, this method for determining cloudy grid-cells is only directly

applicable below the melting level. In these simulations, this is between 3.25 and 4 km.

We recognize that there is some degree of arbitrariness in our choice of thresholds, and

that if our results were overly sensitive to these choices then that would cast doubt on
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their validity. Additionally, although the height has been chosen to focus on a level where

meaningful analysis can be done, the analysis should not be overly sensitive to this height

provided we do not move below the LCL or above the melting level. To address this, we

have performed analysis with both 10 % higher and lower values for the thresholds, and

at heights of 1657 m and 2518 m. We find that the results are not overly sensitive to the

values (see Sect. 4.3.10).

As in other studies (e.g., Cohen and Craig, 2006; Plant, 2009), cloud objects are defined

as being contiguous areas of the model at the analysis height where the cloud identification

thresholds are met. Grid-cells are determined to belong to the same cloud if any of their

edges or corners is adjacent to another cloudy grid-cell (see Fig. 4.4). The algorithm that

labels clouds assigns each cloud a unique ID at a given timestep, and handles wrapping

of clouds around the biperiodic domain. For the subsequent analysis, the cloud field is

analysed with a 30 min output frequency over days 10–20 for the mass-flux and organization

analysis, and data is output every 5 min over days 20-25 for the cloud tracking (Sect. 4.2.7).

4.2.5 Organization

Organization of the cloud field can be determined from the spatial distribution of the cloud

objects. We use a measure of organization that we will call the Radial Density Function

(RDF), as used by e.g. Nair et al. (1998) and Cohen and Craig (2006). This is calculated

by considering each cloud in turn, and producing a histogram of cloud-to-cloud distances

between that cloud and every other cloud. The cloud-to-cloud distances are then binned

by annular regions, and divided by the area of each annular region. The histogram is

normalized by the total number of clouds in the analysis. The resulting measure gives the

RDF as a function of cloud separation distance. If it were calculated for a random cloud

field, it would give a value of 1 for all spatial scales. If the value is above 1 for a given

spatial scale, then that implies that there is preferential formation at that scale, and thus

the cloud field is more organized at that scale, and vice versa for if it is below 1. Hence the

degree of organization as a function of spatial scale can be determined by the scales where

the RDF is greater than 1, and the magnitude of the RDF gives a measure of how strong

this organization is.

It should be noted that this analysis is entirely rotationally symmetrical, so it cannot
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Figure 4.4: Schematic showing contiguous clouds on a reduced domain of 10× 10 grid-cells.

Any coloured grid-cell shows a grid-cell which is deemed to be cloudy based on the thresholds

of w and qcl. Blocks of the same colour show individual contiguous clouds. Note, the blue

cloud demonstrates that diagonals are counted as being part of the same cloud, and the

red cloud shows how wrapping round the biperiodic domain is handled.

provide information about the orientation of the clouds in the cloud field. It will therefore

not provide information about the linear nature of, for example, squall lines. Having extra

information on the orientation would be desirable, but for our purposes being able to

characterize the organization as a function of spatial scale is sufficient. It should also be

noted that RDF is calculated in a similar manner to Iorg (Tompkins and Semie, 2017).

However, Iorg does not carry out the division by the annular area of the clouds, and so for

a randomly distributed cloud field would produce a line with a gradient of 1. Iorg is also

calculated by an integration over all spatial scales, which has the benefit of meaning that

the result is a single number, but means that any information about the spatial scales over

which organization occurs is lost. We will use a similar procedure to define a cluster-index,

which will be explained in Sect. 4.3.7.
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4.2.6 Convective mass flux

Convective mass flux per unit area is defined as Mc = ρw for all grid-cells that are identified

to be cloudy, where ρ is the density of the air and w is the vertical velocity. Care must be

taken to ensure that ρ and w are defined at the same height, as due to the Charney-Phillips

staggering of the vertical grid employed by the UM they are offset from each other. Here

we interpolate the ρ field to be at the same height as w before calculating the mass flux.

The mass flux per cloud can be easily determined from the above definition of clouds

as the sum of Mc at each of the cloud object’s grid-cells multiplied by the area of each

grid-cell. This is done by considering each cloud object in turn at each output timestep,

and calculating the mass flux for that cloud object.

4.2.7 Cloud tracking

By performing cloud tracking, information about cloud lifetimes and cloud properties as

a function of the lifetime can be determined. This is particularly relevant in the case

of organized convection, which can act to increase the lifetime of individual clouds by

separating updraughts from downdraughts. We hope therefore to use the information to be

able to relate cloud lifetimes to the degree of organization, and the sheared environment

that stimulated the organization.

Cloud tracking involves matching up cloud objects at one point in time with cloud

objects at a subsequent time. Many algorithms exist for doing this (e.g. Heus and Seifert,

2013). Here, we choose a simple algorithm, that is a combination of algorithms produced

by Stein et al. (2014) and Plant (2009). The first step, taken from Stein et al. (2014) and

adapted slightly, is to calculate a vector which defines the maximum correlation of the

cloud field from one output timestep to next. In this section, we will use timestep to refer

to the output timestep. This is done using the convolution of the Fourier transformed

fields. The adaption we make is to apply this over the whole domain, instead of splitting

the domain into subdomains as was done in Stein et al. (2014). The reason for this is that

we are applying the algorithm to an idealized model, where the wind field is being relaxed

back to the same wind field over the domain, and so we can expect this simplification to
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still produce adequate results. They were applying the algorithm to test cases where the

wind could vary appreciably over the domain. The maximum correlation vector is used to

project the cloud field forward in time to the next timestep. Performing this step allows

the algorithm to be run with a longer timestep than would be possible without it.

The second step is to calculate the overlap between the projected cloud field and the

cloud field at the next timestep. A cloud is considered to be the same cloud from one

timestep to the next if, when projected to the next timestep, it overlaps with or is touching

a cloud at the next timestep. However, there are some complications that arise from this

definition, as shown in Fig. 4.5. First, the projected cloud may overlap with two or more

clouds at the next timestep. Then we say that the cloud has split. Second, two or more

projected clouds may overlap with one cloud at the next timestep. Then we say that

the clouds have merged. Finally, more complicated examples are possible, when there are

combined merges and splits. For example, two clouds projected forward may overlap with

two other clouds at the next timestep, such that each original cloud is said to have split,

and each subsequent cloud is said to have been formed by previous clouds merging.

Clouds can be assigned a lifetime, and it is also possible to define a lifecycle for any

property of the cloud, such as its area or the convective mass flux. The lifetime is defined

as being the duration from when the cloud dies to the birth of the first cloud that has

contributed to it. That is, the first cloud that can be reached when looking at all the

previous clouds that are ancestors of the cloud in question. Defining lifecycles is slightly

more involved for the general case where there are merges and splits. Plant (2009) came up

with a way that effectively works out how much of each cloud at a subsequent timestep

was due to the cloud at a current timestep. Their method was suitable for extremely

high temporal resolution data. However, when we implemented this method for our lower

temporal resolution output, we found that it could produce spurious negative values. We

thus chose to use a simplified version of their algorithm, which works as follows. In the case

where there are no merges or splits, the lifecycle of any property is defined as being the

value of that property for each timestep that the cloud is alive. In the case where there are

merges only, the lifecycle is defined as being the sum of the properties for the two or more

merged branches. In the case where there are splits, each split cloud receives a fraction

of the previous cloud based on the split clouds’ area, and the lifecycle is defined for each

cloud that dies. This algorithm produces the same results as the one in Plant (2009), apart
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Figure 4.5: Schematic showing four possible cases that cloud tracking must handle. All

clouds are projected two grid-cells to the right between the current and next output timesteps,

and the projected cloud is shown in outline. Top shows a simple cloud relationship, where

one cloud overlaps with only one cloud at the next timestep. Below shows the situation

where one cloud splits into two clouds at the next timestep. This case also shows that for a

projected cloud to overlap with a cloud at the next timestep, it only needs to touch it. The

third case shows when two clouds merge into one. The fourth is one of many combined

merges and splits that might occur.

from in the case where there are splits. It handles the complex case mentioned above, and

in general is guaranteed to not produce negative results for any situation.

Whether or not clouds undergo splitting, merging or more complicated combined

splitting and merging can be used to distinguish between simple and complex cloud groups.

A simple cloud is one for which there are no merges or splits over its lifetime, whereas a

complex cloud group has at least one merger or split. This means that for a complex cloud

group, for at least one timestep there will be two clouds associated with it. We will use

the distinction between simple and complex cloud groups to obtain additional information

about our experiments, by decomposing the statistics based on the groups.
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4.3 Results

Here, we present results from conducting forcing experiments, varying the surface wind

and the shear present in the simulations, as set out in Table 4.1. With the discussion in

Sect. 4.1.1 in mind, we start by checking the energy and moisture conservation properties

of the model, verifying that the degree of non-conservation is not too large and that the

simulations are close to equilibrium over the period when we perform our analyses. We then

proceed to present figures that illustrate the nature of convection in the experiments, showing

snapshots of the precipitation fields as well as detailed cross-sections through selected clouds.

We move on to addressing the hypotheses, investigating the grid-mean hydrometeor and

thermodynamic profiles, as well as showing grid-mean values of thermodynamic variables

such as CAPE. The analyses detailed in Sects. 4.2.4 – 4.2.7 are then performed and

interpreted, allowing more of the hypotheses to be tested.

4.3.1 Statistical equilibrium

Timeseries of the surface Latent Heat Flux (LHF), Sensible Heat Flux (SHF) and Precipi-

tation Flux Equivalent (PFE) are shown in Fig. 4.6. A short spin-up is seen in the first

day, with peaks in all three variables occurring approximately 12 hr after initialization, due

to the initial state not having any deviation from a mean profile. This is followed by a

gradual decay towards an equilibrium state. For the W0 experiments, reaching statistical

equilibrium occurs quickly – the simulations have reached their statistical equilibrium state

after approximately five days. This indicates that the initial state is close to the equilibrium

state of the W0 experiments. For the W5 experiments, the simulations take longer to reach

equilibrium, which indicates that the initial profile is further from the statistical equilibrium

state. By 10 days, they are close to statistical equilibrium, and we choose to use 10 days as

the time from which we gather statistics on this basis.



Chapter 4: RCE forcing simulations using simple wind profiles 108

Figure 4.6: Timeseries of the latent heat flux (solid), sensible heat flux (dot-dashed) and

Precipitation Flux Equivalent (PFE – dashed) for the forcing experiments, based on model

output at 15 min frequency for each of them. The PFE is calculated by multiplying the

precipitation by LC , the specific latent heat of condensation at 0 ◦C (defined as being

2.501× 106 J kg−1 in the UM for all temperatures). The PFE is averaged using a one-day

running window to filter out the short-timescale fluctuations.

4.3.2 Energy and moisture balance

Fig. 4.7 shows the cooling profiles used in the forcing experiments. As detailed in Sect.

4.2.3.1, the cooling profile is specified as being 1.5 K day−1 up to 200 hPa and decreasing

linearly with pressure until it is zero by 100 hPa. For the W0 experiments, 200 hPa is at

12 km.
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Figure 4.7: Idealized temperature increments for forcing experiments.

For the W5 experiments, the cooling is seen to spike upwards to a maximum magnitude

of −4.3 K day−1 at 12.5 km. This is the height at which stratospheric relaxation is applied,

and this is the cause of the spike. As described in Sect. 4.1.2, with increased surface wind

the thermodynamic state of the atmosphere will be different. In this case, it causes the

upper troposphere and lower stratosphere to be warmer. This means that at the height

that the stratospheric relaxation is applied, the simulation is warmer than the reference

profile, and the relaxation applies a large cooling tendency to try to reduce the temperature

of the simulation at this height. However, at this height, the air density is lower than at the

surface, having a value of 0.31 kg m−3, which is 3.7 times smaller than the density at the

surface. Thus, when the energy increase is calculated, this has a small effect on the overall

energy budget, as the energy flux is multiplied by ρair. Additionally, the height at which

this spike in cooling occurs is far above the height at which the dynamics in which we are

interested is happening – the lower troposphere. For both these reasons, we therefore take

the view that reducing this spike is not necessary for performing these experiments.

By integrating the cooling over the whole domain, and multiplying by the specific heat
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capacity of air at constant pressure, cp, the energy flux in W m−2 from the cooling can be

calculated. This is shown in Table 4.2 as E. out (Energy out). This can be compared with

fluxes of energy into the model from the LHF and SHF, and an energy imbalance calculated

(E. imb.). Similarly, the moisture flux into the model from the LHF can be compared with

the PFE to work out the moisture imbalance (M. imb.). For some of the experiments, the

imbalances are seen to be quite large. For S4W5F, the energy imbalance relative to E. in

(Energy in) is 23.0
194.9 = 12 %. The corresponding relative imbalance for moisture is 12.3

181.3 = 7

%. The precise cause of these imbalances could not be tracked down, although we suspect

they are to do with the non-conservative nature of the dynamical core and the failure of

the conservation algorithms to fully compensate for this.

Name LHF SHF PFE E. in E. out M. in M. out E. imb. M. imb.

S0W0F 133.0 17.8 -132.8 150.8 -146.5 133.0 -132.8 4.3 0.2

S4W0F 149.0 20.7 -138.8 169.6 -155.5 149.0 -138.8 14.1 10.1

S0W5F 167.1 15.0 -162.0 182.0 -164.6 167.1 -162.0 17.4 5.1

S4W5F 181.3 13.6 -169.0 194.9 -171.9 181.3 -169.0 23.0 12.3

Table 4.2: Fluxes of energy and moisture into and out of the model, averaged over the last

day of the 20 day simulation. All values in W m−2. The abbreviations are all defined in the

main text.

4.3.3 Cloud fields

From the snapshots of cloud fields shown in Fig. 4.8, some general observations about the

organization of the cloud fields can be made (we will quantify organization objectively in

Sect. 4.3.7). For S0W0F, there appears to be little organization, with the clouds appearing

randomly distributed across the domain. A similar observation applies to S0W5F, although

for this experiment the clouds appear to be larger and there are fewer of them, and there is

perhaps some hint of organization. For S4W0F, there is more evident organization, with

the precipitation appearing to be aligned both parallel to the shear (in the E-W direction),

and perpendicular to it (in the N-S direction). S4W0F also appears to have fewer, larger

clouds than S0W0F. S4W5F is also seen to show a higher degree of organization, again

with rain bands oriented in both shear-parallel and shear-perpendicular directions.
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Figure 4.8: Precipitation field averaged over 15 minutes from near the end of the simulations

for the forcing experiments.

Fig. 4.9 shows Hovmöller plots for the four forcing experiments. For S0W0F (top left

plots), not much organization can be seen in either direction, although there is slight sign

of propagating features in both individual plots, travelling each way in the N-S, and E-W

orientation. Clearer signs of organization are seen in the plots for S4W0F (top right),

although the organization is still not very pronounced. There is an indication that the

propagation direction is in the E-W direction, and there are some signs of organization in

the N-S direction. The precipitation field appears to show more signs of organization at

certain times, for example from 19.5 to 19.8 days, when there is an area of no activity in

the precipitation field. The phase speed for this experiment is indicated by the line drawn

on the plot, and is 3.4 m s−1. This is very close to the maximum wind speed in the domain,

which occurs at a height of 1 km (see Fig. 4.3).
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Figure 4.9: Hovmöller plots for the four forcing experiments. Lines indicating the speed of

propagation are shown. These are fitted by eye.

From the plots for S0W5F (bottom left), the advection of the clouds by a mean wind

is clearly visible. The dashed line in the E-W direction indicates that the clouds are

propagating with a speed very close to the applied mean wind of 5.0 m s−1. However,

beyond being advected by the mean wind, there is not much sign of organization in the

E-W direction. Little sign of organization is seen in the direction perpendicular to the

mean wind. Experiment S4W5F shows the clearest sign of organization, with a persistent

organized feature seen to propagate eastwards and which has a lifetime of several days (seen

in Hovmöller over a longer duration – not shown). The phase speed of this propagating

feature is 7.9 m s−1, which is close to the mean maximum wind speed of 8.0 m s−1, which

occurs at 1 km. Not much organization is seen in the N-S direction. Interestingly, this

experiment exhibits two propagating features at a given time, being separated by half the
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domain length.

4.3.4 Cloud morphology and structure

Two snapshots from near the end of the simulations using S0W0F and S4W5F are examined.

First, the entire domain for each experiment is shown in Figs. 4.10 and 4.13 respectively.

Then the w and hydrometeor fields for one cloud in each experiment are looked at in more

detail. The experiments that shows the least (S0W0F) and most (S4W5F) organization

from the precipitation fields (and also in subsequent analysis – see Fig. 4.19) are presented.

The clouds are picked to be broadly typical of clouds in each experiment. The cloud cells

themselves, and a small portion of the local environment to each cell, are shown.

Figure 4.10: Horizontal cross-sections of w and θ for S0W0F. The left cross-section shows

the vertical wind, w, at a height of 2.06 km – the height at which all cloud analysis is carried

out. The right shows the potential temperature anomaly, θ − θ, at a height of 0.06 km –

near the surface. A small box in the lower right of each panel indicates the region used in

subsequent figures.
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In Fig. 4.10, two horizontal cross-sections of w and θ-anomaly are shown. From the

cross-section of w, the updraught cores with positive values (red) show where convective

cloud cores are active. By eye, these appear to be randomly distributed across the domain.

A sign of localized circulation near the clouds is also visible, with blue circles indicating

subsidence around some of the updraught cores. This could indicate that gravity waves

have propagated away from the updraught, and are causing downwards motion. The box

indicates one convective core that will be examined in more detail in subsequent figures.

From the cross-section of θ − θ̄ near the surface, cold pools can be clearly seen. These

are, in some instances, associated with updraught cores, which signifies that these cores are

probably older. This is because precipitation from older cores will have had time to fall

into the boundary layer, cooling the near-surface air. The size of the cold pool can then be

thought of as a proxy for the age of the convective cell. Not all cold pools are associated

with updraughts, for example a large cold pool centred at (145 km, 120 km). These could

show where cloud cells which have since died were located. This cold pool is also weaker

than other cold pools, which is consistent with it being older and having decayed.

Fig. 4.11 looks in more detail at one of the updraught cores, to show its horizontal and

vertical structure. From the horizontal cross-sections, the updraught is seen to be almost

radially symmetric. A localized circulation causing downdraughts can be seen approximately

8 km away from the centre of the core at the lower height, and approximately 5 km away at

the higher height. The updraught speed is seen to be larger at the higher height, with a

maximum value of close to 20 m s−1.
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Figure 4.11: Horizontal and vertical cross-sections of w for S0W0F. The two top panels

show horizontal cross-sections at 2.06 km (left) and 10 km (right). The bottom panels show

a x-z cross-section (left) and y-z cross section (right). In each panel, the positions of the

other cross-sections are shown by a black dashed line.

From the vertical cross-sections, a clear convective updraught can be seen, spanning 3

grid-cells (3 km) in the x-direction, and 5–6 in the y-direction. It therefore spans multiple

grid cells, which means that we are certainly modelling some of the cloud’s internal dynamics.

Near the top of the cell, a region of negative velocities can be seen capping the convection.

A similar, weaker signal can be seen, starting at around 6 km in height, that descends at
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further distances from the convective cell. Some degree of subsidence can be seen below the

cell, which indicates that the cell has had time to precipitate, causing a cold pool to form

beneath. The maximum updraught velocity of 20 m s−1 occurs near the top of the cell, at a

height of 12 km.

Cross-sections of specific densities of various species of liquid and frozen water show

the internal structure of the cloud cell (Fig. 4.12). There is a clear progression, with rain

reaching the surface, and cloud liquid water (qcl) occurring above the LCL, and the frozen

species occurring above, with graupel (qgraup) reaching the lowest of these three. This is

due to its higher fall speed. The frozen water species, qgraup, qcf (frozen crystals) and qcf2

(frozen aggregate crystals), show signs of a cirrus shield forming in the divergent outflow

near the top of the cloud.

Figure 4.12: Vertical cross-sections of hydrometeors for S0W0F. The panels show, left to

right, rain, cloud liquid water, graupel, ice crystals, and ice aggregate particles. Note the

logarithmic scale, which is used to allow all species to be shown with the same colour scale.

It is evident from comparison with the previous figure that the rain coincides with

the area of descent beneath the cloud. This illustrates the mechanism which controls the

lifetime of clouds in an environment with constant shear. The precipitation produced by

the cloud cell falls through the high θe air beneath the cell, with evaporation reducing

its temperature and thus its effectiveness for causing further convection by increasing its

density. After the air beneath the cloud has become negatively buoyant with respect to the

environment surrounding the air, it will start to accelerate downwards, depriving the cloud



Chapter 4: RCE forcing simulations using simple wind profiles 117

of high θe air to continue the convection.

The difference in nature between the cloud fields depicted in Figs. 4.10 and 4.13 is

striking. The convection in S4W5F (Fig. 4.13) is clearly organized in a linear feature,

perpendicular to the applied shear, which is E-W. The feature has one end near (100 km,

80 km), and another near (90 km, 256 km), although it is difficult to say exactly where it

begins and ends. The feature is identified as sharing some similarities with a squall line,

and so represents a linear MCS. From the left panel, within the feature there is a line of

strong convection that occurs from around (100 km, 100 km) to (100 km, 170 km). From

the right panel, this can be associated with a line of relatively small cold pools. The small

cold pools may indicate that this feature is relatively new, and so has not had a chance to

develop a larger, mesoscale cold pool. Interestingly, in the left panel, there is not much sign

of convective activity near the eastern edge of the domain. However, in the right panel,

a large cold pool, with its leading edge starting at (200 km, 0 km) and continuing almost

unbroken to (220 km, 150 km), can be seen. This is probably the remnant of a linear feature

that has weakened. This is consistent with the fact that two propagating features were seen

in the Hovmöller diagram for this experiment (Fig. 4.9, bottom right panels).
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Figure 4.13: As Fig. 4.10, showing horizontal cross-sections of w and θ for S4W5F. The

region shown in Fig. 4.14 is shown by the small box.

Looking at one cloud in more detail in Fig. 4.14 again highlights the difference between

S4W5F and S0W0F. From the top panels, at 2.06 km, the individual convective cell is seen

to be bow-shaped, with a convex structure in the eastwards propagation direction. This is

more prominent at 10 km. At both heights, there is a region of subsidence behind the cell,

which is stronger at the higher height. At the higher height, a region of subsidence north

and south-west of the main convection is also visible. This localized circulation could be a

gravity wave response.
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Figure 4.14: As Fig. 4.11, showing the horizontal and vertical cross-sections of w for S4W5F.

From the x-z cross-section (bottom left), the slanted nature of the convection is obvious.

Taking the convection to start at (98 km, 2.5 km) and an upper point at the leading edge

to be at (108 km, 10 km), the angle of the cell can be calculated as being 37°, which is

consistent with the updraught slopes of 34°-76° observed in the TOGA-COARE campaign

(Houze Jr., 2018). The updraught is relatively narrow at its base, having an extent of 3 km.

Above 6 km, the updraught becomes much larger, stretching to over 10 km in length, with a

strong convective core at its leading edge. A region of descent is located behind and below

the updraught, which is a common feature of squall line MCSs (e.g., Houze Jr., 2004, Fig.

14). From the y-z cross-section (bottom right), the subsidence regions on either side of the

updraught can be seen, as well as the descent region below the updraught.

The hydrometeor species in Fig. 4.15 again show the differences between S4W5F and

S0W0F. If the cross-sections of rain are compared, the rainy region can be seen to be much
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larger for S4W5F. This is caused by a greater extent of frozen water falling in the weaker,

larger ascent region behind the leading edge of the feature. This is consistent with the

overall picture of squall line MCSs, which show that around 40 % of precipitation comes

from the trailing stratiform region (Houze Jr., 1977), although the relative amounts of

convective and stratiform precipitation were not directly measured here. There is a sign

of a much larger stratiform region behind the leading edge of the feature, stretching back

over more than 20 km. A larger stratiform region from one cloud certainly does not show

that there is more stratiform cloud in general in simulations with more organization. It

does however acts as evidence for H5 – that organization will be associated with a larger

stratiform region. This hypothesis will be further tested in the following section.

Figure 4.15: Vertical cross-sections of hydrometeors for S4W5F.

4.3.5 Hydrometeor profiles

Fig. 4.16 allows us to investigate H5 in more detail. From the hypothesis, we would expect

to find more frozen water species aloft for the shear experiments. However, we find that

this is not the case. Looking at the top left profile, it is clear that there are some differences

between the shear experiment (S0W0F) and the no-shear experiment (S4W0F). However,

the overall profiles are similar. They both show maxima in qcf2 (frozen aggregate crystals)

at around 11 km, maxima in qcf (frozen crystals) at around 7 km and maxima in qcl and

qrain at around 3 km. The profiles for qgraup are different though, with S0W0F showing two

distinct maxima, at 12.5 km and 5 km, whereas for S4W0F there is only one maximum at
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5 km.

Figure 4.16: Hydrometeor plots showing the domain mean specific density for five hydrom-

eteor species for the four forcing experiments, taken from a snapshot at the end of the

simulations. Left panels show the profiles for all four experiments. No-shear experiments

(S0W0F and S0W5F) are shown with solid lines, shear with dashed lines. A logarithmic scale

is used on the x-axis to allow all hydrometeor species to be compared on one figure. Right

panels show the difference between the shear experiments and the no-shear experiments,

and a linear scale is used.

The top right panel makes the differences between the two experiments clearer. S4W0F

has more qcf2 higher up, but this is approximately balanced by qgraup and to a lesser extent

qcf . Below 7 km, S4W0F shows more of all hydrometeor species.

For the mean wind experiments (lower panels), there are again some differences between

the profiles. Qualitatively, they are again seen to be similar (lower left), with maxima
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occurring at similar heights, and the same gross structure for each of the profiles. However,

there are again marked differences between the profiles above 5 km (lower right). Again,

the shear experiment shows far more qcf2 above 7 km, but now the no-shear experiment

shows more qgraup and more qcf than is needed to balance the increase in qcf2.

4.3.6 Thermodynamic properties

In Fig. 4.17, the thermodynamic profiles of the forcing experiments are shown. In all of

the experiments there is substantial CAPE once they have reached a state of statistical

equilibrium. The values of CIN are low for all of the experiments. When the experiments

are ordered by their surface wind (which is not zero for W0 experiments – see Fig. 4.3),

their order is: S0W0F, S4W0F, S0W5F then S4W5F. LCL and LFC are both seen to

increase in pressure (i.e. move down in height) with increasing surface wind, and LNB

decreases (moves up in height). CAPE is also seen to increase with increasing surface wind.

This could be related to the surface humidity, which also increases with surface wind. The

increase is due to the moisture flux being approximately fixed, and thus, due to the bulk

aerodynamic formula for moisture, the surface humidity must increase as surface wind

increases (Sect. 4.1.2). The increase in CAPE is particularly pronounced going from the

W0 to W5 experiments, where the change in surface wind speeds is greatest. This provides

some evidence in favour of H6 – that the instability of the atmosphere is related to the

surface wind. The relationship between the other thermodynamic variables and surface

wind also seems quite clear, and will be investigated further in the next chapter (see Sect.

5.3.2.3).
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Figure 4.17: Skew-T log-p plots for the four forcing experiments, taken from near the end

of the simulations. The solid red line is temperature, the dashed red line is the dewpoint

temperature. The solid black line shows a pseudoadiabatic parcel ascent of a surface parcel,

calculated using an undilute parcel ascent. The CAPE and CIN are shaded in red and blue

respectively, although there is not much CIN for any of the experiments. Also shown are

values for the Lifting Condensation Level (LCL), Level of Free Convection (LFC) and Level

of Neutral Buoyancy (LNB).
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Comparing the no-shear to shear experiments, the shape of the parcel ascent is seen

to be different. For the no-shear experiments, the width of the shaded red area which is

used to calculate CAPE decreases gradually with altitude, whereas the width is seen to be

closer to constant for the shear experiments. This indicates that the atmosphere in the

shear experiments is closer to a pseudoadiabatic parcel ascent, and this acts to increase

the CAPE of these experiments relative to the no-shear experiments (notwithstanding the

surface wind relationship already pointed out).

In Robe and Emanuel (2001), they found that CAPE first increased with increasing

low-level shear, before decreasing for higher values of low-level shear. The sheared wind

profiles they used for this conclusion contained only low-level shear. The maximum value

of CAPE they found was 1470 J kg−1. They used a fixed value of surface wind in their

surface flux calculation, which removes the dependency of the surface flux on the surface

wind. The results we show here are thus not directly comparable with this study, but it is

interesting to note that we do see a similar increase in CAPE with increasing shear.

We can provide a simple argument to relate the equilibrium CAPE to the CAPE removal

timescale, τc. This can be thought of as a measure of the efficiency of the convection at

removing CAPE, where a longer timescale signifies the convection is less efficient. An

equation for the rate of change of CAPE can be written as:

dCAPE
dt

= F − CAPE
τc

, (4.2)

where F is the large-scale forcing – in this chapter this is the prescribed cooling. Here, we

have chosen to model the CAPE removal as a relaxation process in order to define a CAPE

removal timescale (see also Sect. 2.3.1.6 where a similar concept is used to close CPSs). In

equilibrium, this becomes (c.f. Eqn. 2.33):

F =
CAPE
τc

. (4.3)

The forcing is constant for these experiments, therefore a larger CAPE must be associated

with a longer τc. This implies that, in the presence of shear, and organization, the convection

is less efficient at removing CAPE. Note, a larger τc is consistent with a larger, organized

system having a larger eddy-turnover timescale, as the eddies are also larger.

Fig. 4.18 shows the difference between the no-shear and shear experiments for θ and q.

From the top row, we can begin to see some of the effects of shear on the thermodynamic
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state of the atmosphere for the W0 experiments. Looking at the difference in θ, we can

see that the no-shear experiment is warmer aloft (above 7 km), and cooler below. There is

no difference in the temperature of the atmosphere near the surface. For q, the no-shear

experiment is seen to be drier than the shear experiment. The difference is largest at the

surface, and has a second substantial maxima at just below 5 km. The increase in q is

consistent with the fact that S4W0F has substantially more of each hydrometeor species

at this level (Fig. 4.16). The second maximum may be due to the combined effect of

evaporation from the liquid phase water (Fig. 4.16; qrain shows a peak difference at close to

3 km).

Figure 4.18: Difference between no-shear and shear experiments for θ (potential temperature

– left) and q (specific humidity – right), where the difference is the no-shear experiment

minus the shear experiment. Top shows the W0 experiments, and bottom shows the W5

experiments.
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For the W5 experiments, the no-shear experiment is seen to be cooler over almost all

of the atmosphere, apart from between 13 km to 15 km. The magnitude of the difference

is larger than for the W0 experiments. The maximum difference occurs at 4 km, which is

similar to the W0 experiments. The no-shear experiment is again seen to be drier over the

depth of the troposphere, with three substantial maxima at the surface, just below 3 km

and just above 5 km.

In both the W0 and W5 experiments then, the effect of shear is to increase the

temperature lower in the troposphere, and increase the humidity. We might attribute some

of this change to the difference in surface wind between these experiments, but shear also

appears to have an effect on the thermodynamic state of the atmosphere.

4.3.7 Cloud field organization

In Fig. 4.19, the organization of the cloud fields is displayed by showing the RDF (see Sect.

4.2.5 for a description of how this is calculated). There is a clear split between the no-shear

experiments (S0W0F and S0W5F) and the shear experiments (S4W0F and S4W5F). The

no-shear experiments show preferential clustering on scales of up to just under 20 km,

whereas the shear experiments show clustering on scales of above 40 km. In both cases,

the experiment with higher surface wind shows more organization than the experiment

with lower surface wind, as judged by the magnitude of the RDF, with the difference most

pronounced between S4W0F and S4W5F. S4W5F shows substantially more suppression at

scales greater than 50 km than S4W0F.
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Figure 4.19: RDF as a function of spatial scale for the four forcing experiments. Values

above 1 show preferential clustering at that spatial scale; values below 1 show suppression.

y = 1 is shown with a dashed black line.

From the RDF, four scalar measures of the organization can be calculated. The first is

the cluster-radius, which is the value at which the RDF crosses the y = 1 line. The second

is the cluster-index, which is an integral measure of the area between the RDF curve and

the y = 1 line from zero to the cluster-radius. The values for these are shown in Table 4.3.

The values for these scalar measures show that the cluster-radius increases with increasing

shear, as does the cluster-index. We can therefore take these scalar measures as useful

measures that convey information about the degree of organization of the cloud field.

Additionally, two further measures can be calculated. These are the suppression-radius

(suppr-radius) and suppression-index (suppr-index). The suppression-radius is calculated

as the value at which the RDF crosses the line y = 1 for the second time. The suppression-

index is the integral measure of the area between the RDF and the y = 1 line, from the

cluster-radius to the suppression-radius. It is defined as being positive. These are not

shown here, but are analysed in Sect. 5.3.2.4.

These results provide strong evidence for H1 – that when there is no shear the organi-

zation is weaker than when there is shear, irrespective of whether there is a surface wind.

They also suggest that there is a link between shear and organization, providing evidence

that H2 may hold, although we will revisit this hypothesis in the next chapter.

The mean number of clouds at any one time in the domain is also shown in Table 4.3.

From this we can see that as the organization, as measured by the cluster-index, increases,
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Name cluster-radius (km) cluster-index (km) mean num. clouds

S0W0F 16 11 49

S4W0F 47 28 37

S0W5F 19 10 38

S4W5F 44 39 28

Table 4.3: Values of the cluster-radius, cluster-index and mean number of clouds in the

domain for the forcing experiments.

the mean number of clouds decreases, although the effect is hard to quantify with only four

experiments. This can be understood with reference to the precipitation fields in Fig. 4.8

– the organized cloud fields tend to have fewer, larger clouds that are clustered together,

and vice versa for the unorganized cloud fields. We will revisit this relationship in the next

chapter when there are more experiments to analyse (Sect. 5.3.2.4).

4.3.8 Mass flux statistics

A theoretical relationship for the PDF of mass flux per cloud, m, was derived in Craig and

Cohen (2006), and discussed in Sect. 2.2.1. Under assumptions of weakly interacting clouds

in statistical equilibrium, they showed that the PDF of m decreased exponentially with

increasing m:

p(m) =
1

〈m〉
exp

(
−m
〈m〉

)
, (4.4)

where angle brackets denote an ensemble average. To test this relationship in our experi-

ments, we present Fig. 4.20, which shows the PDF of m (top), as well as the contribution

of each size of cloud to the total mass flux (bottom). The latter is calculated using

m× p(m)×Ncld, where Ncld is the total number of clouds.
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Figure 4.20: Mass flux per cloud for the four forcing experiments. The mass flux per cloud

PDF (top) and the mass flux contribution (bottom; defined in main text) are shown. With

the logarithmic y-axis for the PDF, a straight line represents an exponential decrease.

From the PDF, we can see that all experiments show approximately exponential

decreases, which agrees with the findings of Cohen and Craig (2006) where it was shown

that the PDF has an exponential decrease even when the cloud field was organized. It is

worth noting that, in an organized cloud field, some degree of cloud-to-cloud interaction

is to be expected, which invalidates the weakly-interacting assumption used to derive the

theoretical PDF. It is interesting, therefore, that the form of the PDF is close to exponential

even for organized cloud fields. We can link this back to H4, and from these experiments

we find good evidence that there is an exponential distribution for m.

There appears to be a relationship between organization and the gradient of the

distribution on a logarithmic y-axis, with more organization being correlated with a

shallower negative slope. By taking the natural logarithm of Eqn. 4.4, this gradient is given

by −1
〈m〉 . Therefore, a shallower slope implies that 〈m〉 is increasing. 〈m〉 is therefore seen to

be a function of organization, with more organized cloud fields having higher 〈m〉 for these
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experiments.

There are some deviations from an exponential decrease. All experiments show a slight

increase from exponential at low values of m. This could be due to the fact that there is a

lower limit on the size of the clouds, imposed by the grid spacing of the model. S0W0F

appears to show a slight change in gradient at m = 0.4× 108 kg s−1, with the gradient

more negative above that value. A similar remark holds for S0W5F, but at a value of

0.6× 108 kg s−1. Both of these experiments exhibit little organization. Changes in the

slope of p(m) are typically associated with a difference in process between small clouds and

larger clouds, so we speculate that some difference in cloud-to-cloud interaction happens at

this scale, however we did not investigate this further.

There appears to be a systematic difference between the two shear experiments (which

exhibit organization) and the no-shear experiments (which do not exhibit as much organi-

zation), with the shear experiments showing much larger tails at higher values of m. This

is consistent with the distribution of cloud sizes being skewed towards larger clouds for

the shear experiments, which was noted by eye in reference to Fig. 4.8, provided there

is a relationship between cloud size and mass flux per cloud. This is also supported by

the distribution of mass flux contribution, which shows that the shear experiments have

a larger value of m at their maxima, and that there is a larger contribution from clouds

with m > 0.7× 108 kg s−1 for these experiments. There is another, smaller, systematic

difference between the W0 and W5 experiments, with the W5 experiments both tending to

show larger tails than the corresponding W0 experiments in both panels.

By taking the derivative of m× p(m)×Ncld (the mass flux contribution) with respect

to m, the maximum m is found to occur at mmax = 〈m〉. The increase of the maximum of

the mass flux contribution with increasing shear is therefore consistent with the increase in

〈m〉 seen with increasing shear above.

4.3.9 Cloud lifetimes and lifecycles

Fig. 4.21 shows the distributions of the lifetimes for all, simple and complex cloud groups,

as calculated using the method described in Sect. 4.2.7. There are some features common

to all the experiments. First, the distribution of lifetimes for all cloud groups is bimodal,



Chapter 4: RCE forcing simulations using simple wind profiles 131

with a first mode with a short lifetime of 5 min – the time between successive snapshots

of the cloud field used for the tracking. The first mode is entirely due to simple cloud

groups, which stands to reason as there is not enough time for merging or splitting of

clouds to occur. The second mode for all clouds occurs at a lifetime of 75 min (S4W0F) to

90 min (S4W5F). The peak surrounding the second mode is seen to comprise both simple

and complex cloud groups, with the simple cloud groups contributing more of the shorter

lifetimes, and the complex cloud groups contributing more of the longer lifetimes. The

corresponding mode for the simple clouds is generally shorter, 60 min (S4W0F) to 85 min

(S0W5F), than the all cloud group mode, and the complex cloud group mode is marginally

longer.

Figure 4.21: Cloud lifetime distributions, showing the distribution for all, simple and

complex cloud groups (as defined in Sect. 4.2.7).

Comparing the experiments, the two S0 experiments are seen to have similar distributions,

and likewise the two S4 experiments, with only slight differences in the heights of the modes

and in the tails of the distributions. Looking at the no-shear versus shear experiments for

both W0 and W5, increasing shear is seen to have an effect on the distributions at higher
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lifetimes for the complex cloud groups. This is primarily caused by clouds being more likely

to either merge or split under the presence of shear.

Table 4.4 shows the mean lifetimes for all clouds, the simple clouds and the complex

cloud groups. From this, we see first that there appears to be a relationship between the

lifetimes of all clouds and the shear in the experiment, with increasing shear leading to an

increase in all lifetimes. We can see also that there is no clear relationship in the simple

lifetimes. However, there appears to be a relationship in the complex lifetimes. Comparing

the no shear to shear experiments, the effect of shear is to increase the complex lifetime,

which is the same relationship as for the all lifetimes. This indicates that the complex

clouds are more important for determining the overall effect on all clouds. Note, the ratio

of simple clouds to all clouds increases with increasing shear (from 64 % to 70 % for W0,

and from 65 % to 66 % for W5), which implies that the larger increase in mean lifetimes

for complex clouds is the reason why they are more important for determining the overall

effect. Additionally, comparing the W0 to the W5 experiments, increasing the surface wind

has the effect of increasing the complex lifetime, although the effect is not as strong.

Name all lifetime (min) simple lifetime (min) complex lifetime (min)

S0W0F 73.8 48.5 95.7

S4W0F 82.7 49.7 114.3

S0W5F 79.9 56.1 100.8

S4W5F 96.2 50.0 127.6

Table 4.4: Mean values of the lifetimes for all, simple and complex cloud groups.

From these results, we can tentatively link the cloud lifetimes back to the shear applied

– H3. Here we note that this effect is strongest for all clouds and the complex cloud groups,

and with just these four experiments there is no clear relationship for the simple clouds.

As described in Sect. 4.2.7, it is possible to work out the lifecycle properties of a cloud

group as a function of its lifetime. In Fig. 4.22, the mass flux as a function of lifetime is

shown. For all experiments, the shortest-lived clouds (blue) show little variation in mass flux

over their lifetimes, and the mass flux is low for the duration of the clouds. The intermediate

group and longest-lived group both show a variation of mass flux over the cloud’s lifetime,
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with little or no mass flux at their beginnings or ends, and a single maximum at between

0.3 and 0.55 of their lifetime. Given the relatively uniform shape of the distributions, they

can be well characterized by their maximum mass flux. For all experiments, the maximum

mass flux is largest for the longest-lived group. The spread appears to be a function of the

mass flux at any point in its lifecycle, with the longest-lived group therefore showing the

greatest maximum spread.

Figure 4.22: Mass flux over the lifecycles of clouds, taken from the all cloud group. The

lifetimes are grouped into three categories: less than 30 min, between 30 and 60 min, and

greater than 60 min. The solid lines show the median values, and the dashed lines show the

25th and 75th percentiles.

For both the intermediate and longest-lived groups, the maximummass flux is determined

by both the shear and the surface wind, with an increase in either seen to increase the

maximum mass flux.
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4.3.10 Sensitivity to analysis heights and thresholds

We carried out the same analysis as described in Sects. 4.2.4, 4.2.5 and 4.2.6 at different

heights and using different thresholds. The analyses were performed one model level lower

and higher than the control level, at heights of 1657 m and 2518 m respectively. The

thresholds for w and qcl were both varied to make them 10 % higher and lower than the

control values. Here we describe the results of these sensitivity tests.

Varying the height has the greatest effect on the mass flux statistics (Sect. 4.3.8). The

qualitative behaviour of the experiments is the same, but the values of the gradient of the

slope change as a function of height. The gradient becomes shallower as height increases,

which means that 〈m〉 is increasing. This could be due to the buoyancy of the clouds

relative to their environment, which causes them to accelerate and so produces a larger

mass flux per cloud at higher levels. Varying the height for the analysis of organization has

little effect on the results (Sect. 4.3.7), apart from a change in the value of the RDF at the

smallest distances for the no-shear experiments. For these experiments, the value decreases

with increasing height, indicating that preferential clustering of clouds close to other clouds

decreases as height increases. Thus, shallower, and presumably weaker, clouds are more

likely to show preferential clustering at short distances. Neither of these tests would change

our discussion above, apart from to change the values of some of the variables such as the

cluster-index.

Varying the thresholds has little effect on either the mass flux statistics or the cloud

field organization.

4.4 Summary and discussion

We have found that both shear and surface wind are important for the equilibrium state of

the atmosphere. Using four simple wind profiles, we have systematically investigated how

the cloud field responds to both shear and surface wind. We have performed a number of

in-depth analyses to determine how aspects of the cloud field and atmospheric state are

affected by the wind profiles. The aspects include the organization of the cloud field, the

statistics of the mass flux and the lifetime of convective cloud cells. These are directly
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relevant for the design of changes to a CPS. The results of this chapter will be built on

in the next chapter, where similar analyses will be performed in experiments using more

complex wind profiles.

We have verified that the simulations are all close to equilibrium by measuring the net

fluxes of energy and moisture into and out of the atmosphere. We quantified the degree of

non-conservation of the model due to its dynamical core. We found a maximum relative

imbalance of 12 % for energy, calculated by energy imbalance divided by energy in. We

found a corresponding maximum relative imbalance of 7 % for moisture. These are higher

than we would have liked, especially as we are using all available conservation schemes for

the model, but are not so large that it is likely to have adversely affected the results of how

the cloud field and atmosphere respond to the wind profiles.

Snapshots of the cloud field and Hovmöller plots have been presented. These give a

sense of the organization of the cloud fields for the different experiments, and the Hovmöller

plots allow us to quantify the phase speed of features when organization is present. Selected

individual clouds were examined to illustrate the nature of convection in this CRM. Cross-

sections of the w and moisture variable fields highlighted the difference in the nature of

convection between the least (S0W0F) and the most (S4W5F) organized experiments.

Cross-sections of w from S0W0F showed upright convective plumes with signs of localized

circulation causing subsidence close to the updraught. Cross-sections of w from S4W5F

showed a slanted convective plume with signs of subsidence behind the active convection and

again signs of localized circulation close to the convective region. The moisture variables

showed capping stratiform structures of ice clouds for both experiments; these were seen to

be larger for the more organized experiment – S4W5F. This was associated with a greater

region of precipitation beneath the melting level for S4W5F, which is qualitatively similar

to descriptions of squall lines in e.g. Houze Jr. (1977).

The structure of stratiform cloud was further examined in domain-mean profiles of the

hydrometeors in Sect. 4.3.5. We found that, contrary to what we expected and to H5, greater

organization was not associated with more stratiform cloud. Domain-mean thermodynamic

profiles were displayed in the form of skew-T log-p plots in Sect. 4.3.6. These showed clear

relationships between the thermodynamic state of the atmosphere and the surface wind,

with CAPE, LNB, LFC and LCL all showing signs of being affected by surface wind. CAPE
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was seen to increase with increasing surface wind, which provides preliminary evidence in

favour of H6. Sheared environments were found to lead to atmospheric states that were

closer to pseudoadiabatic parcel ascents, and had greater CAPE. The increased CAPE was

shown to be related to the sheared environments having a larger CAPE closure timescale,

implying that the organized cloud structures were less efficient at removing CAPE.

From Sect. 4.3.7, where we investigated the degree of organization as a function of wind

shear, we found clear evidence of support for H1 – that wind profiles with no shear produced

weaker organization than those with shear. This is consistent with theory (Emanuel, 1994),

and the findings of other studies, such as Tompkins (2000) and Cohen and Craig (2006). In

these studies, it was found that shear is necessary for cloud field organization. There was

also evidence for H2 – that there was a relationship between the strength of the shear and

the strength of organization. From Sect. 4.3.9, we saw some evidence that H3 may hold –

that there is a relationship between organization and cloud lifetimes. Taken together, the

evidence in support of H1, H2 and H3 mean that we can start to build a picture of how

shear affects a cloud field. When there is little or no shear, there will be weaker organization.

Increasing shear leads to increasing organization. The increase in organization can be linked

to changes in cloud lifetimes. This logical chain will be developed more fully in the next

chapter, but for now it serves as an indication of what these experiments can tell us.

The results of Sect. 4.3.8, where mass flux per cloud was examined, are broadly consistent

with hypothesis H4 – that the distribution of mass flux per cloud will be close to exponential.

This is consistent with the findings of Cohen and Craig (2006). That this PDF is close to

exponential has important ramifications for stochastic CPSs that make use of sampling

from PDFs of mass flux to determine their convective response, such as the CPS described

in Plant and Craig (2008). The ensemble mean mass flux per cloud, 〈m〉, was found to be

a function of the organization, with more organized cloud fields associated with greater

mean mass flux per cloud.

Together, the results from the four experiments have demonstrated what can be learnt

from the analyses. However, with only four experiments, it is not possible to offer more

than provisional evidence for some of the hypotheses posed earlier. To be more quantitative,

it is necessary to perform more experiments that more fully span the space of wind profiles.

We turn to this in the next chapter, where we conduct forcing experiments with 10 RWPs.
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The experiments are otherwise the same as the experiments conducted here. With 14

forcing experiments, four from this chapter and 10 from the next, we will be able to provide

stronger evidence for some of the hypotheses, and elucidate the relationships between the

shear, surface wind and cloud field properties.
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Chapter 5

Radiative-convective equilibrium

forcing simulations using 10

representative wind profiles

5.1 Introduction

In Chapter 3, we produced 10 Representative Wind Profiles (RWPs) from a climate model,

and provided evidence that these were associated with the organization of convection. In

the previous chapter, we ran forcing Radiative-Convective Equilibrium (RCE) experiments

with different wind profiles, finding that both vertical wind shear and surface wind had an

effect on different aspects of the cloud field and atmospheric state. In this chapter, we build

on both of these chapters by performing additional forcing RCE experiments, using the 10

RWPs. The experiments are identical in setup to the experiments of the previous chapter,

except that the reference wind profiles are the RWPs instead of the simple wind profiles

used there. As the only difference is in the wind profiles, the results of the 14 experiments

in this and the previous chapter can be combined and compared to each other.

The analyses of the cloud field and of the atmospheric state are also the same in this

chapter as in the previous chapter. However, in this chapter, instead of looking in detail

at the results of each of the analyses, we take a higher-level view of the results. Here, we

focus on summary analysis variables. For example, we consider only the mean values for

139
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the cloud lifetimes for each experiment, as opposed to the previous chapter where we looked

in detail at the Probability Density Functions (PDFs) of the lifetimes for each cloud type.

This simplifies the task of comparing all the experiments to each other, and allows us to

look for relationships between all of the analyses that are carried out.

The RWPs have different strengths of Low-Level Shear and Mid-Level Shear (LLS and

MLS respectively), and different magnitudes of surface wind. The combined experiments

therefore allow us to address the hypotheses laid out in Sect. 4.1.3 more fully than we could

in the previous chapter. Because we now have 14 experiments to compare, we can have

more confidence in the tests of the hypotheses. With the experiment using the RWPs, we

can also test the degree to which the RWPs cause cloud field organization. This can provide

supplementary evidence to that found in Chapter 3 – that the RWPs are associated with

the organization of convection.

When comparing the combined experiments, the relationship between various analysis

variables can be examined. When doing so, it is useful to group the analysis variable into

different categories. We define these fully later, but here we introduce the broad categories

with some examples, before discussing their importance. We split the analysis variables

into:

• driving variables – e.g. LLS, mean surface wind;

• thermodynamic variables – e.g. CAPE, LCL;

• cloud field variables – e.g. cluster-index, mean number of clouds in the domain; and

• cloud lifetime variables – e.g. mean simple lifetime.

The driving variables are ones over which we have control. Take mean surface wind –

this is set by us as part of the experimental design. The choice of relaxation wind profile

determines what the mean surface wind will be. The value of the relaxation profile at the

surface will not exactly equal the value of the mean surface wind due to vertical momentum

transport in the boundary layer (see Sect. 4.2.3 and Fig. 4.3). However, the choice we make

will still directly determine what the mean surface wind is once the simulation reaches

equilibrium and the surface friction, vertical momentum flux, and relaxation wind forcing

all balance. Likewise, the LLS in the simulations will not be the same as the LLS in the
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reference wind profiles, but will be directly determined by the LLS in the reference wind

profiles.

The thermodynamic variables are bulk thermodynamic properties of the atmosphere.

They contain information about the instability in the atmosphere and the height of the

cloud level. Finding out how these vary with respect to the driving variables can tell us

useful information about how a Convection Parametrization Scheme (CPS) should behave

in the presence of shear. Of these variables, CAPE is particularly relevant, as it is a measure

of instability and therefore can be used to relate the driving variables to the instability. By

doing this, we can address H6 with these experiments in a more quantitative manner.

The cloud field variables convey information about how the cloud field is organized.

These include aspects such as the cluster-index, cloud-to-cloud spacing and total cloud

fraction. They represent a static picture of the cloud field; that is, there is no temporal

information contained in these variables. This is in contrast to the cloud lifetime variables,

which contain information about what the mean lifetime of clouds is. Both of these can be

related to hypotheses from the previous chapter. By determining the degree of organization

as a function of shear, evidence for or against H2 can be obtained. By investigating cloud

lifetimes as a function of organization, H3 can be addressed.

By determining the relationships between the analysis variables, we can work out how

the dynamic conditions affect the cloud field in equilibrium. This provides information

about how a CPS should be modified to be made shear-aware, and represent shear-induced

organization. We can thus meet G2, and lay the foundations for designing the modifications

to a CPS – G3.

The remainder of this chapter is organized as follows. The Methods section (Sect. 5.2)

describes the forcing experiments carried out with the RWPs, and the analysis variables are

listed here. In the Results section (Sect. 5.3), we investigate the degree to which the RWPs

cause organization of the cloud field, before moving on to determining the relationships

between the analysis variables. In the Summary and discussion section (Sect. 5.4), the

results are summarized and the hypotheses laid out in the previous chapter are revisited.

We place the results into context of the wider literature on the organization of convection

in RCE experiments. We also open the discussion on what the results mean for a CPS,

setting the scene for Chapter 7.
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5.2 Methods

The idealized Unified Model (UM) is used again for all the experiments described in this

chapter. Its setup is identical to its setup in the previous chapter, as described fully in

Sect. 4.2.1. The experiments only differ in the relaxation wind profiles that they use, as

described in the following section.

The analyses performed in this chapter are also the same as in the previous chapter,

described in Sects. 4.2.4 – 4.2.7. The difference is that we wish now to compare 14

experiments instead of four, and so we condense the results from each analysis down to one

or two analysis variables. The analysis variables are fully described in Sect. 5.2.2.

5.2.1 Experiments

The RWPs produced in Chapter 3 (Fig. 3.4) are used as reference profiles to drive 10

experiments, which are combined with the four experiments carried out in the previous

chapter. The RWPs however are defined in terms of pressure coordinates, whereas the input

wind profiles to the idealized simulations are defined in height coordinates. To convert

between the two, the pressure field as a function of height from one of the previous forcing

experiments, S0W0F, is used to interpolate between the two coordinates. The variation of

pressure as a function of height between the experiments is seen to be small (not shown).

Thus, picking only one of the forcing experiments from the previous chapter is unlikely to

have had a meaningful effect on the converted wind profile.

Table 5.1 shows the 10 RWPs and their associated values for the driving variables.

These are the mean surface wind, Low-Level Wind Difference (LLWD), and Mid-Level

Wind Difference (MLWD), as taken from the end of each simulation. LLWD and MLWD

are both defined in Sect. 4.2.3. As is commonly done, we are using LLWD as a measure of

LLS, and MLWD as a measure of MLS.

The 10 experiments have mean surf. wind ranging from 1.6 m s−1 (C5) to 11.3 m s−1

(C6). This overlaps with the mean surf. wind for the experiments in the previous chapter,

which ranges from 0 m s−1 to 5.4 m s−1. The experiments all have some degree of LLWD,

ranging from 1.6 m s−1 (C8) to 11.9 m s−1 (C6). The lowest of these therefore has an LLWD
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Name mean surf. wind (ms−1) LLWD (ms−1) MLWD (ms−1)

C1 7.2 2.0 12.1

C2 6.7 8.7 3.2

C3 7.3 3.5 7.6

C4 3.7 3.4 6.2

C5 1.6 6.5 4.3

C6 11.3 11.9 3.5

C7 2.0 7.0 3.3

C8 1.9 1.6 6.8

C9 2.1 1.8 6.9

C10 4.8 6.6 6.2

Table 5.1: Details of the 10 RWP experiments (see Fig. 3.4 for their wind profiles). The

mean surf. wind, Low-Level Wind Difference (LLWD), and Mid-Level Wind Difference

(MLWD) are taken from the end of the simulations. LLWD and MLWD are defined in the

main text.

lower than the highest experiment from the previous chapter, S4W5F, which has LLWD =

2.6 m s−1. Finally, for MLWD, the range is from 3.2 m s−1 (C2) to 12.1 m s−1 (C1). There

is a large overlap with this range and the range from experiments in the previous chapter.

Because the lowest value for each of the three driving variables comes from experiments from

the previous chapter, it makes sense to combine these experiments with the experiments

using RWPs, as this will increase the range of the parameter space that is explored.

It is important to note that the three variables here are not well correlated with each

other. The highest correlation between these three variables is between mean surf. wind and

LLWD, which has an r2-value of 0.35, and a p-value of 0.025. This is important because it

implies that the three variables can be treated as being approximately independent. We

can therefore relate changes in other analysis variables to these driving variables, and if a

relationship is found, have a degree of confidence that it is due to that driving variable in

particular.
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5.2.2 Analysis variables

Group Variable Description

Driving

LLWD Max. Low-Level Wind Difference

MLWD Max. Mid-Level Wind Difference

mean surf. wind Domain mean surface wind

Thermodynamic

T. surf. Surface temperature

LCL Lifting Condensation Level

LFC Level of Free Convection

LNB Level of Neutral Buoyancy

CAPE Convective Available Potential Energy

CIN Convective INhibition

Cloud field

cluster-radius Distance over which clustering occurs

suppr-radius Distance over which suppression occurs

cluster-index Integral measure of organization

suppr-index Integral measure of suppression

mean num. clouds Mean number of clouds in domain

MF per cloud Mass flux per cloud

total MF Total convective mass flux

σ Cloud fraction

Cloud lifetime

all lifetime Mean lifetime of all clouds

simple lifetime Mean lifetime of simple clouds

complex lifetime Mean lifetime of complex cloud groups

Table 5.2: All variables considered in subsequent analysis. The thermodynamic, cloud field

and cloud lifetime variables are taken from the analysis in the previous chapter. Detailed

descriptions of all of the results of the analyses can be found in the Results section from

the previous chapter: Sects. 4.3.6 – 4.3.9.

In the Introduction section above (Sect. 5.1), the analysis variables were introduced and

the four groups were listed and discussed. In Table 5.2, all the analysis variables that are

used throughout this chapter are listed, along with their group and a brief description.

The variables are taken from the analyses and results from the previous chapter. Results
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that included the thermodynamic variables were discussed in Sect. 4.3.6. The cloud field

analyses were described in the methods sections on Convective mass flux and Organization,

Sects. 4.2.5 and 4.2.6 respectively. The results from these analyses can be found in Sects.

4.3.6 and 4.3.7. Sect. 4.2.7 described the cloud lifetime analysis, and the results can be

found in Sect. 4.3.9.

Grouping the analysis variables allows us to easily compare how one driving variable

affects a particular aspect of the cloud field and atmospheric state. For example, we might

find that the mean surf. wind affects the instability in the atmosphere, as postulated in

H6. Given that CAPE is in the group of thermodynamic variables, we may also find that

the mean surf. wind affects all of these variables. It is important to note that these groups

were chosen in advance, and represent logical groupings of the variables, rather than being

chosen post hoc.

If a driving variable is found to affect one of the other variables, then we can say

something about causality, even if we are only investigating the relationship through a

correlation. This is because we have chosen the driving variable through our experimental

setup, and so the effect it has on another variable can be thought of as causal.

5.3 Results

5.3.1 Cloud field and organization

Fig. 5.1 shows a snapshot of the precipitation field from each of the 10 RWP experiments.

The nature of organization in each experiment is best appreciated by looking at animations

of the precipitation fields, but a snapshot serves to illustrate some of the main features. In

the snapshots, several of the experiments show clear organization. C10, C2 and C4 show

signs of linear organization into squall-line-like features. This matches our expectations,

as the wind profiles for these RWPs contain LLS (see Fig. 3.4 and following discussion),

and are broadly similar to the shear profiles shown in Fig. 4.3. Additionally, C5, C8 and

C9 show signs of shear-perpendicular organization. C6 shows very strong organization,

in the form of a moving system that propagates to the east. This is the profile with the

strongest LLS, and thus we would expect it to show strong organization if the link between
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shear and organization set out in H2 holds. All other RWPs show some degree of along

wind or across wind organization, which is clearer in some snapshots than others. From the

animations, C1 and C3 show shear-parallel organization. C7 and C8 show a mixture of

shear-perpendicular and shear-parallel organization, and C5 shows clustering into a well

defined region of precipitation.

Figure 5.1: Precipitation snapshots for the 10 RWPs, taken from near the end of each

simulation.

From Fig. 5.2 and Table 5.3, it is clear that all of the RWPs show a large amount of

organization. As measured by the cluster-index, the least organized RWP is C9. However,

C9 is still more organized than the most organized forcing experiment from the previous

chapter, S4W5F. Some RWPs show a very high degree of organization. C6 in particular, has

a cluster-index that is over 50 % bigger than the next highest RWP. Given that this RWP

has strong LLS, this again provides evidence for H2. C6 shows very strong suppression of

convection beyond its cluster radius. This is due to the compact nature of the organized

system, meaning that convective clouds are very much less likely to form beyond a certain

distance from the system. The Radial Density Function (RDF) for C4 has two peaks, one

at short distances, and one at approximately half the domain length. This is due to the

convection often being active in two linear bands across the domain.
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Figure 5.2: Radial Density Function (RDF) for the 10 RWPs. The dashed line shows

RDF = 1, which is the value that the RDF would have at all scales if the convection were

completely random (Sect. 4.2.5).

Name cluster-radius (km) cluster-index (km) mean num. clouds

S4W5F 44 39 28

C1 66 60 25

C2 58 90 18

C3 43 50 24

C4 46 55 26

C5 68 68 22

C6 67 153 13

C7 66 67 22

C8 70 46 33

C9 68 44 31

C10 63 93 19

Table 5.3: Values of the cluster-radius and cluster-index for the RWP experiments. For

reference, the most organized experiment from the forcing experiments, S4W5F, is also

shown.



Chapter 5: RCE forcing simulations using 10 representative wind profiles 148

5.3.2 Relationships between analysis variables

We start by looking at individual correlations of analysis variables that are chosen to address

the hypotheses set out in the previous chapter. We use Pearson’s correlation coefficient for

the remainder of this chapter as we are interested in how the magnitude of one variable

can be correlated with the magnitude of another. Specifically, we will address H2 in Sect.

5.3.2.1, H3 in Sect. 5.3.2.2, and H6 in Sect. 5.3.2.3.

We then look at the correlations of all the analysis variables against each other. This

ensures that we have not missed any relationships. It also provides a visual means of

determining the effect of any given variable on any other group of variables. This is done in

Sect. 5.3.2.4.

5.3.2.1 Relationship between organization and LLS

Fig. 5.3 shows the relationship between cluster-index and LLWD from the 14 forcing

experiments. There is clearly a strong positive correlation between these variables, implying

that the driving variable, LLWD, determines the degree of organization as measured by

the cluster-index. The high r2-value and low p-value for the linear regression add weight

to this conclusion. There are signs of two clusters of variables, with C6 being an outlier

with the highest value of LLWD. The two clusters are most likely to be due to the values of

LLWD seen in the experiments. If there were values of LLWD between 4 m s−1 and 6 m s−1,

we have no reason to believe that they would not lie close to the linear regression line.

However, it would further increase our confidence in the relationship if we were to carry

out additional experiments with these values of LLWD, and similarly for the range 9 m s−1

to 12 m s−1. Given the strength of the relationship demonstrated in Fig. 5.3, we consider

this to be strong evidence in favour of H2. It is worth repeating that here we are using

LLWD as a measure of the LLS.
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Figure 5.3: Cluster-index plotted against LLWD. Crosses are RWP experiments, dots are

simple wind profile experiments. Dashed line shows the linear regression. The constants

from the equation of the linear regression in the form y = mx+ c are shown in the legend,

with the r2-value and the p-value also shown.

5.3.2.2 Relationship between cloud lifetime and organization

In Fig. 5.4, the relationships between the three cloud lifetime variables (all, simple and

complex lifetimes) and cluster-index are shown. In the leftmost panel, a relationship can

be seen between the all lifetime variable and the cluster-index. The high r2-value and low

p-value indicate that this is a strong relationship. However, when looking at the distribution

of points, it is clear that there is not a particularly strong positive correlation for values of

cluster-index below 75 km. Above values of 75 km, there seems to be a step change to higher

lifetimes, and this continues with C6, the experiment with the highest value of cluster-index.

Indeed, the relationship may not be well represented by a linear relationship, but rather by

no relationship up to cluster-index = 75 km, followed by a positive correlation or discrete

step changes above this value. More experiments spanning the cluster-index space would

have to be performed to determine the exact nature of this relationship. This could be

done by varying the LLWD, as we have shown that this directly affects the organization.

Given that the all lifetime variable is a combination of the simple and complex lifetime

variables, more insight may be gleaned by looking at these in turn.
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Figure 5.4: Running left-to-right: all, simple and complex lifetime plotted against cluster-

index. Markers and legend are as in Fig. 5.3.

Despite having a lower r2-value and higher p-value, a linear relationship between simple

lifetime variable and cluster-index appears more robust when the individual points are

considered. There is a clear negative correlation between the simple lifetime variable and

cluster-index. Likewise, the positive linear correlation seen for the complex lifetime variable

appear more robust than for the all lifetime variable. However, some of the remarks that

applied to the all lifetime variable apply to the complex lifetime – the positive correlation

appears to be weaker at low values of cluster-index, and it is possible that there is a step

change above this.

It is interesting that the correlation to cluster-index is negative for simple cloud lifetimes,

and positive for complex cloud lifetimes. This, in part, explains why the relationship is

weaker for the all lifetime variable, as it is a combination of the other two variables. However,

as can be seen by the fact that the all lifetime variable is still positively correlated with

cluster-index, the effect of the complex cloud lifetimes is more important for determining

the nature of its relationship.

All three of these correlations support the idea that there is a relationship between cloud

lifetime and the degree of organization. However, the relationship is more complicated than

the one hypothesized in H3, as for the simple clouds the lifetime of the clouds is negatively
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correlated to the cluster-index. We will discuss reasons why this might be in the Summary

and discussion section below, Sect. 5.4. However, we can say that, when all clouds are taken

together, there does appear to be a relationship that conforms with H3.

5.3.2.3 Relationship between CAPE and mean surface wind

Fig. 5.5 shows a strong positive linear correlation between CAPE and surface wind, with a

high r2-value and low p-value. There are, however, some outliers at high values of surface

wind. C1 (CAPE = 2553 J kg−1) has a higher CAPE than would be expected from the

linear relationship, and C6 (mean surf. wind = 11.3 m s−1) has a lower value than would be

expected. The deviations from the linear relationship could indicate that there is a more

complex functional relationship between these variables at higher values of mean surf. wind.

Figure 5.5: CAPE plotted against mean surface wind. Markers and legend are as in Fig.

5.3.

The positive linear correlation provides strong evidence for H6 – that instability is a

function of surface wind. The fact that surface wind is a driving variable means we can

assign causality to this relationship.
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5.3.2.4 Correlations between all analysis variables

We now take a broader view of the relationships between all the analysis variables. Fig.

5.6 shows the r-values for all robust correlations between the analysis variables. Here, we

define robust correlations as ones having a p-value of less than 0.01. This is quite a strict

definition; the reason we choose such a stringent definition is to focus on relationships that

are likely to be strong. This was a post hoc choice based on examining the correlations –

we did not set out to claim that there is less than a 1 % probability that the relationships

occurred by chance. The r-values for the five correlations discussed in detail above in Sects.

5.3.2.1 – 5.3.2.3 are all present, as they all have p-values below the threshold.
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Figure 5.6: Matrix showing r-values of all analysis variables against each other. The

analysis variables’ colour shows the group to which they belong: black for driving, orange

for thermodynamic, blue for cloud field, and green for cloud lifetime. Positive r-values are

shown in red, negative in blue. Only robust correlations are shown – correlations which

have a p-value of less than 0.01. Note that the matrix is symmetric, and that the r-values

on the leading diagonal are all exactly 1.

It should be noted that the values of the thermodynamic variables which pertain to

atmospheric height levels, for example LCL, are in pressure coordinates. For the sake of

this matrix, we take their negative correlations with other variables. This is so that a

positive correlation between the other variable and a height level variable implies that its
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height increases as the other variable increases. For example, mean surf. wind is positively

correlated with LNB. This means that as mean surf. wind increases, the LNB increases in

height (and thus decreases in pressure).

Examining the matrix, some features are clear. There is a high degree of correlation

between the thermodynamic variables, as seen by the square of robust correlations near the

upper left of the matrix. This indicates that all of the thermodynamic variables are related

to each other. Due to this, knowledge of one is sufficient to predict all of the others with

reasonable certainty. In general, these relationships follow logically from the way that the

variables are defined. For example, increasing surface temperature (T. surf.) is correlated

with increasing CAPE. Likewise, LCL and LFC are well correlated, which stands to reason

as the LFC must be above the LCL. CAPE and LNB are also well correlated. This is

certainly plausible, as a higher CAPE would imply that a parcel could gain more energy as

it rises, and therefore penetrate higher into the atmosphere before it reaches its LNB.

The cloud field variables are not all well correlated with each other. Total MF and σ are

robustly correlated only to each other, and to cluster-radius and suppr-radius. Cluster-index

is not well correlated with cluster-radius, which is slightly surprising given that the integral

performed to calculate cluster-index has the cluster-radius as its upper limit (see Sect.

4.3.7). This implies that there is a difference in the magnitude of the RDF over the range of

cluster-radius values, as a constant RDF would mean that these two variables would have to

be correlated. There is a block of correlated cloud field variables, comprising: cluster-index,

suppr-index, mean num. clouds, and MF per cloud.

In the previous chapter, we noted that there seemed to be a negative correlation between

cluster-index and mean num. clouds (Sect. 4.3.7). This is borne out by the results from

more experiments – the two variables are strongly negatively correlated. This makes sense

– as the degree of organization increases, the number of clouds in the domain decreases.

However, in this instance, we cannot assign causality as neither of these is a driving variable.

In Sect. 2.3.3, we noted that the CPS described in Plant and Craig (2008) used a

constant value of MF per cloud. MF per cloud is robustly correlated to two driving

variables: mean surf. wind and LLWD. It is most strongly correlated with LLWD – our

experiments therefore support a relationship between LLWD and MF per cloud. We note

that MF per cloud is strongly correlated with cluster-index, indicating a link between this
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variable and organization as well.

In the lower right of the matrix, the lifetime variables are also robustly correlated to

each other. However, as discussed in Sect. 5.3.2.2, the sign of the correlation is negative

between simple lifetimes and all lifetimes and complex lifetimes.

Looking at the correlations between the driving variables and each of the groups provides

useful insights. Mean surf. wind is robustly correlated with all of the thermodynamic

variables. Consistent with H6, we have already discovered that mean surf. wind is correlated

with CAPE (Sect. 5.3.2.3). Given that the thermodynamic variables are all correlated with

each other, it is not surprising that mean surf. wind is correlated with all of them.

Mean surf. wind and LLWD are correlated with some of the cloud field variables. That

LLWD is correlated with these variables supports our hypothesis H2. That mean surf. wind

is correlated with these variables is more interesting, and suggests a mechanism which is

related to the fact that mean surf. wind drives higher CAPE in the atmosphere. Mean

surf. wind and LLWD are also seen to be correlated with the cloud lifetime variables. Both

are correlated to the all lifetime and complex lifetime variables, whereas only LLWD is

correlated with the simple lifetime variable.

The only driving variable which is correlated with σ is MLWD, and MLWD is only

correlated with σ. This is unexpected, and shows the value of searching for relationships not

explicitly considered before setting up the experiments. Why this correlation should hold is

unclear. Possible reasons include higher MLS driving more mixing at the 2 km height level

at which σ is calculated, which in turn creates larger clouds at this level. However, this

hypothesis is untested and would need further study to confirm. One way of testing this

could be to increase the mixing over the mid-level heights of the atmosphere, and finding if

there was a corresponding increase in the cloud size. This could be done by increasing the

strength of the mixing in the Smagorinsky subgrid turbulence mixing scheme used by the

model.

We also note that MLWD is not robustly correlated to cluster-index. This is evidence

in favour of rejecting part of H2 – as we hypothesized that both LLS and MLS would be

responsible for causing organization of the cloud field. Note, the reason we hypothesized

that MLS would cause organization was due to the results of LeMone, Zipser and Trier

(1998), in which they found that MLS was of secondary importance to LLS, and MLS
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caused shear-parallel organization of the precipitation field. However, they were looking at

organization as seen in the precipitation field, and we are looking at organization as seen in

the w and qcl fields, which are used in our cloud definition. Because of our use of w, we

are detecting organization as seen by where the updraughts are. In the case where there

are strong updraughts at the leading edge of a shear-parallel squall line, it might be that

an individual updraught or small group of updraughts is creating a shear-parallel line of

precipitation behind the updraught region. This could lead to organization when viewing

the precipitation field because there would be a large area of contiguous precipitation falling

from the slanted updraught, but none when viewing the w and qcl fields as these would

only be detected at the leading edge of the feature at the analysis height of 2 km. This

could be seen as a deficiency of our measure of organization.

It is possible that this difference is the reason why we do not see a relationship between

MLS and organization. Indeed, if we look at the precipitation fields in Figs. 4.8 and

5.1, there is some sign of shear-parallel organization. However, we choose to modify our

hypothesis slightly here to reflect the fact that we have not found a correlation between

MLWD and cluster-index. With our definitions for cloud and organization, we can say that

LLS is responsible for organization, and MLS is not.

There is also a strong correlation between σ and total MF. Additionally, total MF is not

seen to have a robust correlation with MF per cloud. Taken together, these imply that the

total convective mass flux grows as the cloud area grows, and not because of the updraught

in individual convective clouds becoming stronger. This finding supports the finding from

Robe and Emanuel (1996). In their study, the response of RCE experiments to different

strengths of forcing was investigated by varying the prescribed cooling. They found that

the increase in convective mass flux could be accounted for by the increase in cloud areal

coverage. Additionally, they found that the mean updraught velocity was independent of

the magnitude or the prescribed cooling.

5.4 Summary and discussion

We have demonstrated that when RCE forcing experiments were performed using the

RWPs, strong organization of the cloud field occurred. We found in Chapter 3 that the
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geographic distribution of the RWPs was consistent with them being associated with the

organization of convection. We also found that their form was similar to wind profiles taken

from regional case studies of the organization of convection. The results of this chapter

therefore serve as further evidence that the RWPs generated in Chapter 3 are associated

with the organization of convection.

We presented results from the combined 14 forcing experiments – four experiments

with simple wind profiles from the previous chapter, and 10 experiments using RWPs. We

proceeded to investigate what aspect of the wind profiles causes the organization. We have

found strong evidence that the LLS is a key driver of organization. This is consistent with

theory (Rotunno, Klemp and Weisman, 1988), observations (LeMone, Zipser and Trier,

1998), and other modelling studies (Robe and Emanuel, 2001). Furthermore, we have

characterized the strength of the relationship between LLS and organization, and found

that it is well predicted by a simple linear relationship. We have also found evidence that

MLS is not associated with the organization of convection. However, we noted that this

may be due to the definitions of clouds and organization that we are using. If we used

a definition based on precipitation, we may have drawn a different conclusion. We thus

accept a modified H2 – that LLS is responsible for causing organization of the cloud field,

but that we could not find a robust correlation between MLS and organization.

We investigated the evidence for H3 – the link between organization and cloud lifetime.

We found that there is a relationship, but that it is more complicated than the simple

relationship posed in the hypothesis. The relationship for the all lifetime variable is

consistent with the hypothesis – as the cluster-index increases, so do the lifetimes of all

(simple and complex counted together) clouds. However, the simple lifetime variable was

found to be negatively correlated with cluster-index. The complex lifetime variable was

found to be positively correlated with cluster-index, in a similar way to the all lifetime

variable. Thus, the complex lifetimes are more important for setting the lifetimes of all

clouds. The correlation between the all lifetime variable and cluster-index is strong on the

basis of its p-value and r-value. However, a scatter plot showing the different experiments

suggested that a simple linear relationship may not capture the form of the dependency

fully. More experiments would be needed to fully determine the form of the dependency.

Evidence for the hypothesis relating surface wind to atmospheric instability, H6, was
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presented. We found strong evidence in favour of this relationship, with a simple linear

dependence between CAPE and mean surf. wind. We interpreted this as providing evidence

that higher surface wind was causing more instability in the atmosphere.

The correlations of all of the analysis variables were presented in the form of a correlation

matrix. Only robust correlations were shown. From the matrix, we could identify that

certain driving variables were strongly related to a given group of analysis variables. Mean

surf. wind was observed to be robustly correlated with all of the thermodynamic variables.

LLWD was correlated with a subset of the cloud field variables. Both mean surf. wind and

LLWD were correlated with the all lifetime and complex lifetime variables, and LLWD was

also correlated with the simple lifetime variable.

From the correlation matrix, we also identified a linear correlation between σ and total

MF, but no such correlation between total MF and MF per cloud. This is consistent with

the results of previous studies (e.g., Robe and Emanuel, 1996). We found that the only

driving variable that was robustly correlated with σ was MLWD. This has implications for

determining the cloud-to-cloud spacing, as σ and the cloud-to-cloud spacing are clearly

related to each other.

When the RCE forcing experiments using RWPs are considered together, we can now

say with confidence how key variables for a CPS change in different dynamic conditions.

The RWPs are representative of wind profiles found in climate models, and there are

multiple lines of evidence that point to them being associated with the organization of

convection. We can therefore say that we have completed G2 – we have found how different

dynamic conditions affect the equilibrium properties of the cloud field. When we add in

the other forcing experiments, we have strong evidence for simple relationships between the

dynamic drivers, wind shear and surface winds, and properties of the cloud field. These

properties are the organization of the cloud field, the lifetime of the clouds, the MF per

cloud, and the instability of the atmosphere. The equilibrium responses are well suited to

providing information that can be used to modify equilibrium CPSs. We will make use

of the relationships between the dynamic drivers and these key variables in Chapter 7 to

design modifications to existing CPSs.

The last point to make is that we have found simple relationships in equilibrium, but

these relationships are only of use if the response variable corresponds to a concept in the
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CPS which is to be modified. For example, in finding that organization is dependent on the

LLS, we have a clear relationship. However, most CPSs do not represent organization of

the cloud field. We will therefore be restricted to designing changes to CPSs that represent

some of the variables which have been found to respond to the driving variables here.
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Chapter 6

Radiative-convective equilibrium

relaxation simulations using simple

wind profiles

6.1 Introduction

Idealized Radiative-Convective Equilibrium (RCE) simulations are run under a number of

constraints – aspects of the simulation that are under the modeller’s control and that act to

limit the convective response. The constraints could be: the surface fluxes, the prescribed

cooling (or lack thereof), relaxation back to a particular thermodynamic state or a modelled

domain-wide ascent. By the thermodynamic state, we mean the domain-mean profiles of

temperature and water vapour. In this thesis, we are considering only prescribed cooling,

and relaxation. Both of these can be considered as forcings to the model – producing

instability in the atmosphere which in turn stimulates convection. However, they differ in

that when the model is constrained by using a prescribed cooling, the convective response is

known in advance, and the thermodynamic state of the model will evolve so that eventually

the convective response balances the prescribed cooling. We call this situation a forcing

experiment, and experiments of this type were carried out in Chapters 4 and 5.

When the model’s state is constrained, by relaxation back to a given thermodynamic

state, then the forcing is unconstrained and can be diagnosed, while the state is almost

161
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fixed. Indeed, the difference from the relaxation state will be proportional to the diagnosed

forcing (see Eqn. 6.2). We call this situation a relaxation experiment; we will perform this

type of experiment in this chapter. The diagnosed forcing provides information about the

equilibrium convective response – the heating and moistening tendencies of the combined

effects all of the convective processes represented in the atmosphere. These are analogous

to the Q1 and Q2 tendencies (Sect. 2.3.1.1) produced by a Convection Parametrization

Scheme (CPS).

Performing forcing and relaxation experiments therefore provides fundamentally different

information about the equilibrium state of the system. We use relaxation experiments

here to learn more about the mechanisms which cause the organization of convective cloud

fields in the presence of surface wind and shear. By designing forcing experiments so that

shear is either applied or not, we can determine the change in the thermodynamic state

between experiments with or without shear, and associate this with a state of organization

of the simulation. By using the states from the forcing experiments as reference states to

constrain relaxation experiments, both with and without shear, we can begin to build a

picture of what is more important for organization: the thermodynamic state or the sheared

environment. We can also determine what the convective response to the shear will be,

starting from reference states of an environment with and without shear.

In the following section, Sect. 6.1.1, we present a simplified set of relaxation experiments,

which introduce the concepts above in a more concrete manner. The hypotheses, and

hence the purpose of the experiments, are given in Sect. 6.1.2. We list the experiments in

Sect. 6.2, and explain the differences between them and the experiments in Chapter 4, as

well as describing the relaxation procedure in the model. Sect. 6.3 contains results of the

experiments. Finally, we end with a summary and discussion in Sect. 6.4.

6.1.1 Simplified set of forcing and relaxation experiments

To illustrate these ideas with a concrete example, we can imagine carrying out a forcing

experiment with shear and without shear. To simplify the discussion here, we will not

consider varying the surface winds, although the full experiments in this chapter do so (see

Sect. 6.2.1). Each of these experiments will produce a thermodynamic state: we label these

S0F and S4F for the zero shear and 4 m s−1 km−1 shear in the lowest 1 km respectively. We
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can then imagine carrying out relaxation experiments with and without shear, relaxing

back to those states produced by the forcing experiments. There will be four of these

experiments, corresponding to all combinations of whether there is shear or not and whether

the reference relaxation profile was created with shear or not. We label them: S0_r2_S0F,

S0_r2_S4F, S4_r2_S0F, S4_r2_S4F, where r2 is short for “relax to”, and is used to

distinguish these experiments from the forcing experiments which are referenced below. We

call the first and fourth of these neutral, which is to say the applied shear is the same in

the relaxation experiment as in the forcing experiment used to define the state. We call the

second and third of these experiments mixed : the applied shear is different between the

relaxation experiment and the state to which it is being relaxed.

These experiments can be expressed mathematically. If we denote a generalized state

vector which represents the thermodynamic state (profiles of temperature and moisture) of

the atmosphere as s = s(z), then the evolution of the state is given by:

ds

dt
= FD + g(s), (6.1)

where FD is the diagnosed forcing, and g(s) is the convective response. For the relaxation

experiments, FD =
sref−s
τrel

, where the reference state is sref , and τrel is the relaxation

timescale. In equilibrium, we can write:

FD =
sref − seqm

τrel
= −g(seqm), (6.2)

where seqm is the equilibrium state of the relaxation experiment. That is, the diagnosed

forcing equals minus the convective response.

The four relaxation experiments above can then be expressed by associating the refer-

ence and equilibrium states with their shear profile. For example, the mixed experiment

S0_r2_S4F, which has no shear, but is relaxed back to a reference state created with shear,

can be expressed as:
sS0
ref − sS4

eqm

τrel
= −g(sS0

eqm). (6.3)

A neutral experiment, S4_r2_S4F, can be expressed as:

sS4
ref − sS4

eqm

τrel
= −g(sS4

eqm). (6.4)

We do not expect the equilibrium state of neutral experiments to differ appreciably

from the reference profile from the forcing experiment to which they are relaxed. In the
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case of τrel → 0 – a hard adjustment – then the equilibrium state will be equal to the

reference state, and the diagnosed forcing will equal the forcing used in the reference forcing

experiment. In such an experiment, this implies that the convective response will be the

same as the convective response in the reference experiment. More generally, we expect

that when τrel is finite, neutral experiments will have a state that is close to the reference

state. Because the states are similar, we expect the diagnosed forcing from the relaxation

experiment to be very close to the prescribed cooling used in the forcing experiment that

provided the reference state. This is formalized in hypothesis H7 below.

We note that there is an additional degree of freedom in the relaxation experiments.

In the forcing experiments, the only forcing was a prescribed cooling. However, in the

relaxation experiments, both the temperature and water vapour mixing ratio are relaxed.

Therefore, both of these can deviate from their reference profiles. A drying at a particular

vertical level is equivalent to a cooling, on multiplying it by L
cp
. Thus, the extra degree of

freedom might be responsible for producing an equivalent combined forcing to the cooling

that was used to for the reference profile. We will test this below.

From the mixed experiments, we expect to learn about how shear acts to change the

equilibrium state of the RCE simulations (see H8). In these experiments, we expect that

the presence of shear will act to organize the cloud field (H9). Furthermore, we expect that

an organized cloud field will produce a heating response similar to Fig. 1.1 (H10).

6.1.2 Hypotheses to be tested

The hypotheses set out expectations about the experiments in this chapter, and what can

be learnt from them. These are:

H7 Neutral relaxation experiments will produce a similar diagnosed forcing as was used

to produce its reference state.

H8 Mixed relaxation experiments will provide information about how shear acts to change

the atmospheric state. For example, whether the presence of shear is acting to increase

heating or moistening at different heights of the atmosphere relative to the equivalent

profiles in the simulation which produced the reference state.
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H9 Environmental shear will produce organization provided there is sufficient instability,

in the form of CAPE, in order to drive convection. The organization will occur

even when there is relaxation back to an equilibrium state in which there was no

organization.

H10 Organization will be associated with a top-heavy convective response, of the form

shown in Fig. 1.1

Support for H7 would provide evidence that the experiments are behaving as expected.

Testing H8 would allow us to extract useful information about how shear acts to change the

state of the atmosphere and cloud field from the reference state of the experiment. From

the mixed experiments, the changes in the diagnosed forcing from the neutral experiments

will indicate how shear acts to alter the convection to modify the atmospheric state.

Evidence for H9 would mean that we could measure the convective response to shear-

induced organization in the experiments, in terms of increased temperature and possibly

moisture diagnosed forcings. Combined with H10, this would provide a demonstration of

the top-heavy heating profile produced by organized convection in idealized simulations.

Each of the hypotheses will be addressed in the Results section (Sect. 6.3), as well as in the

final summary and discussion (Sect. 6.4).

6.2 Methods

The experiments in this chapter all use the idealized Unified Model (UM), and its setup is

described by Sect. 4.2.1. The only difference is that now no prescribed cooling is specified

– there is no forcing of the simulations. Instead, reference profiles are used. These are

described in the following section.

6.2.1 Relaxation experiments

The experiments in Table 6.1 are an extension of the ones described in Sect. 6.1.1 – both

surface wind and shear are varied. For these experiments, the forcing state to which they

are relaxed back can also differ. Note that the first part of the name refers to the dynamic
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state imposed on the model, and the second part to the forcing experiment to which the

experiment is relaxed back.

Name Ref. shear Ref. surf. wind Rel. to Rel. type

S0W0_r2_S0W0F S0 W0 S0W0F N

S0W0_r2_S4W0F S0 W0 S4W0F M

S4W0_r2_S0W0F S4 W0 S0W0F M

S4W0_r2_S4W0F S4 W0 S4W0F N

S0W5_r2_S0W5F S0 W5 S0W5F N

S0W5_r2_S4W5F S0 W5 S4W5F M

S4W5_r2_S0W5F S4 W5 S0W5F M

S4W5_r2_S4W5F S4 W5 S4W5F N

Table 6.1: List of relaxation experiments, showing the experiment name, what shear profile

it uses (S0 or S4) and what surface wind its reference profile uses (W0 or W5). Also shown

is what forced experiment it relaxes back to, and whether it is a neutral (N) or mixed (M)

experiment.

To conduct the relaxation experiments, it is necessary to have already performed forcing

experiments to define the reference profiles that will be used for the relaxation. Both the

temperature and water vapour fields are relaxed back to reference profiles. The reference

profiles are taken from the forcing experiments, by taking a mean over days 10 to 20 of the

temperature and water vapour fields from the daily restart dumps.

When performing relaxation experiments, a relaxation timescale, τrel, must be specified.

To choose a value for this, we rely on simple analysis of the advection of spatial variations

in the given scalar fields to be relaxed – T and q. The full, Reynolds averaged, equation for

the advection and creation of a scalar is:

Dφ

Dt
=
∂φ

∂t
+ u ·∇φ = Sφ. (6.5)

Here, an overbar is the horizontal spatial averaging operator. We take the domain scale

as being the scale of the averaging operator. φ is the scalar field, either T or q. u is the

wind vector. Sφ is the source term, which here includes all subfilter-scale terms which arise
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because of the spatial averaging.

We can perform scale analysis on Eqn. 6.5 to work out a relaxation timescale. For

simplicity, we consider only 1-dimension, where scale analysis on the advection term and

consideration of the large-scale environment in which the domain is embedded yields:

u
∂φ

∂x
→ U

L

(
φ− φref

)
≡ 1

τrel

(
φ− φref

)
. (6.6)

Here, U and L are characteristic speed and length scales respectively, and φref is the

reference value for the scalar field. The characteristic timescale is given by τrel = L
U .

This equation can be interpreted as an advection of φ into the domain, from a slowly-

varying large-scale φref background state. The strength of the advection is dependent on

the departure of grid-mean φ from the reference state, and the characteristic relaxation

timescale. In the absence of sources of φ, this will equal −∂φ
∂t .

We argue that our domain size, 256 km, is a suitable length scale to use to separate

the small scale and the large scale (see Sect. 2.3.1.3 for a discussion of scale separation).

That is, it provides a length scale over which quasi-equilibrium (Sect. 2.3.1.5) will be valid,

but not so large that there will be a substantial gradient of φref over it. We assume that

there is a characteristic velocity of the order of the size of the wind speed in the domain.

We use values of U = 10 m s−1 and L = 256 km, which gives a value of τrel = 2.56× 104 s.

This is approximately 7 hr, and we use this value for the relaxation timescale. We note

that this is larger than the typical timescale for an individual convective cloud cell, which

is of the order of 1 hr, and thus should not interfere dramatically with the representation

of convection in the simulations. Timescales of the order of 1 hr are also typical of CAPE

closure timescales used in climate models (Sect. 2.3.1.6), and are therefore meant to be

indicative of the timescale over which convection acts to respond to the large-scale forcing.

In the model, the relaxation is applied according to the following equation (c.f. Eqn. 6.6

and following discussion):

∂φ

∂t
=
φref (z)− φ(z)

τrel
. (6.7)

Here, φref (z) is the relaxation profile. The relaxation therefore acts to reduce the difference
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between the φref and the horizontal domain mean value of the scalar field. This equation

is solved in a discretized form by the model:

φinc(z) =
φref (z)− φ(z)

τrel
∆t. (6.8)

The relaxation increment, φinc, is only a function of z, due to the way the relaxation is

applied (Eqn. 6.7). The increment is then added to the scalar field in each grid-cell of the

model.

6.3 Results

We present the results of performing relaxation experiments as set out in Table 6.1, using

thermodynamic profiles of potential temperature and specific humidity taken from the

forcing experiments. We start by presenting the results from the no surface wind experiments

(W0), before moving on to the 5 m s−1 surface wind experiments (W5).

6.3.1 0m s−1 surface wind experiments

In Fig. 6.1, the diagnosed forcing from the four relaxation experiments with no surface

wind are shown. These are calculated by looking at the relaxation increment – the amount

of temperature or moisture relaxation that must be done to keep the atmospheric state

close to the reference profile. The experiments are:

• S0W0_r2_S0W0F: neutral, no shear in experiment or relaxation profile;

• S0W0_r2_S4W0F: mixed, no shear in experiment but relaxing back to a thermody-

namic profile created using shear;

• S4W0_r2_S0W0F: mixed, shear in experiment but relaxing back to a thermodynamic

profile created using no shear; and

• S4W0_r2_S4W0F: neutral, shear in experiment and relaxation profile.

In comparison with Fig. 4.7, we can see that the neutral experiments both show broadly

similar temperature increment profiles to the forcings used in S0W0F and S4W0F, the
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experiments from which they get their thermodynamic states. They both show values

between −0.9 and −1.5 K day−1 at all heights up to 12 km, with the minimum magnitude

at a height of around 4 km. According to hypotheses H7, and if the heating relaxation

were the only relaxation that was active, these two experiments would have a value of

−1.5 K day−1 at heights up to 12 km. There is therefore a discrepancy between the cooling

seen in these experiments and that predicted by H7.

Figure 6.1: Diagnosed forcing for the W0 relaxation experiments for temperature increment

(T_inc, left), mixing ratio increments (mv_inc, centre) and combined (T_inc + L
cp

mv_inc,

right). The neutral experiments are shown with solid lines, and the mixed experiments are

shown with dashed lines. A black dashed line shows zero in all panels, and −1.5 K day−1 in

the left and right panels. Colours are the same as the forced experiments from which they

share their wind shear and surface winds: S0W0F and S4W0F.

The experiments now have an extra degree of freedom at their disposal: their mixing

ratio can deviate from the reference profile defined by the forced experiments. This occurs

in the mixing ratio increment profile, as for the neutral experiments the value for this

increment is not zero at all heights. (The forcing experiments were done with no water

vapour forcing.) The deviation from zero has a minimum at a value of −0.31 g kg−1 day−1.

This can be converted to an equivalent cooling by multiplying by L
cp
, which yields a value of
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0.82 K day−1. The deviation of mixing ratio occurs with a substantial magnitude below a

height of 4 km, and occurs where the temperature increment, T_inc, has a lower magnitude

than would be expected from H7, and acts to increase the cooling.

The combined increments, combined_inc, show that, for the neutral experiments, the

extra contribution from the water vapour relaxation acts to bring the combined cooling

closer to a value of 1.5 K day−1 over height range of 2 to 12 km. However, even with the

extra cooling from the water vapour relaxation, the magnitude of the cooling is smaller over

this range. Below 2 km, the combined cooling shows increased cooling of up to 2.1 K day−1.

These results are in accordance with H7. Due to the arguments presented in Sect. 6.1.1, we

would not expect the equilibrium state of a neutral experiment to be exactly the same as

its reference state. Therefore, the diagnosed forcing would not be exactly the same as the

forcing used to create the reference profile.

We note that the difference between the diagnosed forcing and the forcing used to create

the reference state could be investigated by varying τrel – the hypothesis being that as τrel

decreased, and the relaxation experiment was closer to a hard adjustment, the equilibrium

state would move closer to the reference state. Correspondingly, the diagnosed forcing

would be closer to the forcing used to create the reference state. This is not done here.

The diagnosed forcings for temperature for the mixed experiments both deviate sub-

stantially from the forcings used to create their references states. For the temperature

increments, the convective response in S0W0_r2_S4W0F produces markedly more cooling

than the neutral experiments above 6 km, and S4W0_r2_S0W0F markedly less above 4 km.

This tells us useful information about the effect of shear on the thermodynamic state. A

higher cooling aloft, as seen in S0W0_r2_S4W0F, means that the convective response in

the simulation is trying to warm the upper troposphere more than it would with shear, as

more relaxation must be done to keep it close to the reference profile. This means that the

effect of imposing no shear on a reference state produced with shear is to warm the upper

troposphere. This is counter to H10.

However, the convective response is consistent with the difference in thermodynamic

states seen in Fig. 4.18 (top left - change in potential temperature between the no-shear

and shear W0 experiments), where the no-shear experiment is seen to be warmer above

7 km than the shear experiment. The opposite is true for S4W0_r2_S0W0F, where the
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effect of shear on a reference state created without shear is to cool the upper troposphere.

This is again consistent with Fig. 4.18.

The mixing ratio increments for the mixed experiments indicate that convective activity

within S0W0_r2_S4W0F is trying to dry the atmosphere at all levels, as the increment is

greater than the increments for the neutral experiments, with peaks near the surface and

at 6 km. Conversely, convection in S4W0_r2_S0W0F is trying to moisten the atmosphere

at all levels. This is consistent with Fig. 4.18 (top right), which shows that the forced

experiment with shear is moister throughout the depth of the troposphere, with maxima at

the surface and just below 5 km.

The combined increments add to the picture from the temperature increments. The

additional effect of the water vapour forcing is to warm S0W0_r2_S4W0F below 7.5 km,

and to cool S4W0_r2_S0W0F near the surface. Both of these are again consistent with

the difference in thermodynamic state in Fig. 4.18. That S0W0_r2_S4W0F intersects the

neutral experiments is also noteworthy, as the height of intersection is the height at which

the sign of the temperature difference in Fig. 4.18 changes.

Taken together, the results for the mixed experiments provide support for H8. The

mixed experiments are providing information about how shear, or its absence, is acting to

change the state of the atmosphere from a given reference state. This can be thought of

as follows. For a given thermodynamic state produced by one of the forcing experiments,

the shear or lack of shear will act to pull the mixed relaxation experiment towards the

state with opposite shear. For example, starting from the state produced by S0W0F, the

presence of shear with relaxation back to that state, S4W0_r2_S0W0F, will act to produce

a tendency of state towards the state S4W0F. Given that S4W0F contained more CAPE

than S0W0F, this will mean that the response will act to increase the CAPE, as measured

by the increments. This is consistent with the cooling aloft and heating below seen in the

combined increments (Fig. 6.1). Consequently, this counts as strong evidence against H10.

The degree of organization for each of the W0 relaxation experiments is shown in Fig. 6.2.

Of note is that only one experiment shows substantial organization - S4W0_r2_S4W0F.

Although S4W0_r2_S0W0F shows slightly more organization than the two no-shear

experiments, it is clearly less organized than S4W0_r2_S4W0F. This runs counter to

the idea expressed in H9, namely that we expected the presence of shear, along with a
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reasonable amount of instability, to be sufficient to produce organization. However, these

criteria are met by S4W0_r2_S0W0F, as it has shear and the CAPE for this experiment is

1177 J kg−1. This value is higher than the value for S0W0F, its reference profile experiment,

but lower than the values of CAPE seen for the two organized experiments from Chapter 4

(S4W0F and S4W5F). Despite its high CAPE, this experiment does not exhibit substantial

organization.

Figure 6.2: As Fig. 4.19, Radial Density Function (RDF) for the four relaxed experiments

with no surface wind.

6.3.2 5m s−1 surface wind experiments

The diagnosed forcing for the four W5 experiments is shown in Fig. 6.3. These are equivalent

to the W0 experiments described in the previous section. There is one obvious difference

between the neutral experiments in this figure and the equivalent for figure for W0 (Fig.

6.1) - the neutral experiments in this figure show a clear spike in cooling at 12 km. This is

caused by the spike in cooling used to create the W5 reference profiles, as seen in Fig. 4.7.

No equivalent spike is seen in the diagnosed forcing for moisture, as there is no forcing of

the moisture in the forced experiments and there is very little moisture at this height. The

spike in cooling provides more evidence in favour of H7, and arguably stronger evidence

because there is a clear sign of the profile of cooling being different at different heights.

Below 10 km, the neutral experiments show between 1.0 and 1.6 K day−1 of cooling, which

again provides some support for H7.

The neutral experiments have combined cooling increments which are closer to 1.5 K day−1

throughout the depth of the troposphere than the heating increments alone, except near
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the spike at 12 km and below 2 km. This is again consistent with H7. As in Fig. 6.1, there

is an increase in the magnitude of the cooling near the surface.

Figure 6.3: As Fig. 6.1, diagnosed forcing for the W5 relaxation experiments. Colours are

the same as S0W5F and S4W5F.

From the mixed experiments, we can again obtain useful information about how shear is

acting to change the thermodynamic state of the atmosphere. We see that there is reduced

cooling aloft in S4W5_r2_S0W5F, the experiment with shear and relaxing back to a state

created without shear. The reduced cooling implies the presence of shear is acting to cool

the atmosphere aloft, which is consistent with the W0 experiments, and therefore counter

to H10. Likewise, S0W5_r2_S4W5F shows increased cooling aloft, which implies that the

absence of shear is acting to warm the atmosphere aloft. This is also consistent with the

W0 experiments, although the magnitude of the difference between this experiment and

the neutral experiments is smaller here, perhaps due to the increased cooling caused by the

spike at 12 km in the neutral experiments.

From S4W5_r2_S0W5F, we see from the enhanced cooling below 5 km that shear is

acting to warm the lower troposphere, and from S0W5_r2_S4W5F that the absence of

shear is acting to cool the lower troposphere. From the enhanced warming at low levels

and the enhanced cooling aloft in the S4W5_r2_S0W5F, we can say that the presence of
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shear is acting to increase the instability to convection of the atmosphere.

S4W5_r2_S0W5F shows increased drying above 2 km, and very close to the surface,

which means that the presence of shear is trying to moisten the atmosphere at these levels.

S0W5_r2_S4W5F shows that the absence of shear is trying to dry the atmosphere with a

similar profile. This is consistent with Fig. 4.18, apart from between 200 m and 2 km.

From the combined increments, we can compare the cooling and heating due to shear

or its absence to the difference in state between S0W5F and S4W5F, shown in Fig. 4.18.

S4W5F is warmer below 12.5 km and cooler above, which is consistent with the cooling and

warming tendencies seen in the mixed experiments, although the profile of warming and

cooling does not exactly match the height at which S0W5F becomes warmer than S4W5F.

In S0W5_r2_S4W5F, the absence of shear is seen to be acting to decrease instability. In

S4W5_r2_S0W5F, the opposite is true and the presence of shear is seen to be acting to

increase instability.

Fig. 6.4 shows the degree of organization in the W5 relaxation experiments. The

no-shear experiments both show similar organization to their forced counterparts. The

neutral experiment S4W5_r2_S4W5F shows a high degree of organization, more even than

the forced experiment from which it takes its reference profiles. S4W5_r2_S0W5F shows

some organization, although considerably less than S4W5_r2_S4W5F. This is in contrast

to the equivalent W0 experiment, S4W0_r2_S0W0F, which shows very little enhancement

of organization.

Figure 6.4: Organization for the four relaxed experiments with 5 m s−1 surface wind.
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6.4 Summary and discussion

Idealized RCE simulations were discussed in the context of constraints upon the system

under study. We explained how the relaxation experiments performed in this chapter differ

from the forcing experiments of Chapters 4 and 5. In short, from relaxation simulations,

the diagnosed forcing can be extracted from the simulation, which allows the convective

response to be measured for different dynamic conditions. We discussed the difference

between neutral and mixed relaxation experiments (Sect. 6.1.1).

We set out four hypotheses that were chosen to shed light on how convective cloud

fields are affected by organization (Sect. 6.1.2). We designed a set of eight experiments to

address these hypotheses. The experiments were listed (Sect. 6.2.1), and details of how the

relaxation was applied were given.

The results from the no surface wind experiments (W0) were presented first (Sect. 6.3.1).

From Fig. 6.1, we found evidence to support H7 – that neutral experiments would produce

a diagnosed forcing similar to the forcing used in the experiment from which they take

their reference profiles. However, it was necessary to take into account the contribution

from the moisture relaxation. This extra degree of freedom was not present in the forcing

experiments as there was no moisture forcing applied. This hypothesis serves as a check that

the simulations are behaving as we expected. We also found evidence for H8 – the mixed

experiments provided useful information about how shear acts to change the thermodynamic

state of the atmosphere. From the mixed experiments, we found that the presence of shear

acted to increase the instability of the atmosphere, through cooling aloft. This is consistent

with the changes in thermodynamic state seen in Fig. 4.18. The absence of shear had the

opposite effect, which is again consistent with Fig. 4.18. Both of these are contrary to

our expectation, as set out in H10 – that organization will be associated with a top-heavy

convective response. We will discuss this in Sect. 6.4.2.

We found that the W0 experiments only produced an organized cloud field for

S4W0_r2_S4W0F. S4W0_r2_S0W0F showed marginally more organization than the two

no-shear experiments, but was not as organized as S4W0_r2_S4W0F. We will count this as

evidence against H9 – that environmental shear will produce organization provided there is

enough instability – although not enough to completely reject this hypothesis. We discuss
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this below in Sect. 6.4.1.

From the 5 m s−1 experiments (W5, Sect. 6.3.2), we again found evidence in favour

of H7 (see Fig. 6.3). Due to the spike in the forcing from the previous experiments (Fig.

4.7), the evidence for H7 was stronger than for the W0 experiments, as the profile of

the forcing changed substantially with height. This means we can have confidence that

our experimental setup was working as intended. Broadly similar results as for W0 were

found from the mixed experiments – the presence of shear acted to increase instability, and

vice versa. However, the details of the changes to the stability were different. In these

experiments, instability was increased through both warming of the lower troposphere, and

cooling aloft. The overall deviations from the neutral experiments were also smaller. Again,

this supports H8.

As in the W0 experiments, the experiment which shows the most organization is the

one with shear, whose reference profile was also created with shear – S4W5_r2_S4W5F.

However, for the W5 experiments, S4W5_r2_S0W5F also shows some organization – more

than the two S0 experiments. This provides weak evidence in favour of H9. Again, evidence

that H10 should be rejected was seen, and that the main driver of the heating profile was

the CAPE of the reference profiles.

6.4.1 Significance of finding evidence against H9 – environmental shear

will produce organization

We have found evidence against H9, due mainly to the evidence from the W0 experiments.

However, a caveat is necessary, as there is weak evidence in favour of this hypothesis in the

W5 experiments. As noted in Sect. 6.1.2, H9 was expected to provide evidence along with

H10 that could be used to inform the design of shear-aware CPSs. Given that H10 has also

been rejected, this means that we cannot easily use the results of this chapter to inform the

design of a shear-aware CPS.
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6.4.2 Significance of rejecting H10 – organization associated with a top-

heavy convective response

We have rejected H10 for these experiments. Indeed, the response was the opposite to the

hypothesized response. Instead of this hypothesis, we found compelling evidence that the

CAPE of the reference state was the primary factor in controlling the convective response.

As we saw in Chapter 4, this is a function of the applied shear (Sect. 4.3.6), possibly

partly because of the difference in surface winds when shear was applied. There, we gave a

short argument that linked the increased organization seen in the presence of shear to a

CAPE-removal timescale, τc, and argued that the timescale must be larger for higher shear.

It is possible the same argument applies here, and hence the sheared experiments are less

efficient at removing CAPE. Thus, in relaxation experiments with shear, that relax back to

states without shear (and have lower CAPE), the response will be to increase the CAPE.

Here, we note that the convective response that we can obtain from RCE relaxation

experiments through the diagnosed forcing is an equilibrium convective response. The

heating response depicted in Fig. 1.1 is probably better thought of as a transient response.

Indeed, if an organized system such as a squall line is propagating through a given area,

it may be more efficient at locally removing CAPE as it traverses over a fixed point, but

less efficient at removing CAPE over the entire area. In terms of a CPS, it is possible that

the convective response is better thought of as a change in the CAPE removal efficiency,

instead of as a profile of heating. However, the two may be linked. That is, the system

may be less efficient at removing CAPE, as represented by a for example a larger τc. It

may also do so in a top-heavy manner, as implied by Fig. 1.1. Further investigation on this

point is needed.

6.4.3 Value of relaxation experiments

The original aim of conducting these experiments was to test the four hypotheses. Had

we found that we could accept all four hypotheses, we would have had extra information

that we could have used to inform the design of a shear-aware CPS. Due to the evidence

against H9, and the rejection of H10, this was not the case. However, rejecting a hypothesis

represents progress, as it indicates that one’s initial thinking about a particular aspect of
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the simulations was misguided.

Furthermore, we learned useful information by performing these experiments that we

could not have learnt from the forcing experiments alone. Specifically, we learned that the

presence of shear on its own acts to increase the instability of the atmosphere. That is,

even with a mostly unorganized cloud field, the presence of shear is acting to increase the

instability of the atmosphere. This was seen for both the W0 and W5 experiments – see

S4W0_r2_S4W0F and S4W5_r2_S4W5F in Figs. 6.1 and 6.3. An interesting additional

hypothesis therefore presents itself – that organization might be a response to increased

instability in the presence of shear. Following this line of thought through, organization

could be seen as a response by the cloud field to shear, which both acts to increase the

instability and provides a mechanism which interacts with the convective cold pools as set

out in Sects. 2.1.1 and 2.1.2. Some evidence in favour of this hypothesis has been presented

above.



Chapter 7

Designs for a shear-aware convection

parametrization scheme

7.1 Introduction

In this chapter, we present potential designs for modifications to existing Convection

Parametrization Schemes (CPSs) that will allow them to represent shear-induced organiza-

tion of convection. We do this by building on the results from the previous chapters. In

particular, we use information provided by meeting goals G1 and G2 (Sect. 1.6). From

Chapters 3 and 5, we have three lines of evidence that Representative Wind Profiles (RWPs)

are associated with the organization of convection. First, their distribution matches distri-

butions of the organization of convection in the tropics. Second, their structure is similar

to wind profiles seen from regional case studies of the organization of convection. Third,

high-resolution idealized Cloud Resolving Model (CRM) experiments using the RWPs

produce organized cloud fields. Therefore, by meeting G1, we can target the grid-columns

within a model where organization of convection is likely to be present. It is in these

grid-columns that our changes to make the CPS shear-aware will be active.

We present two types of design: diagnoses and modifications. Diagnoses determine

where and to what degree the CPSs will be modified. They do this by estimating values for

certain key variables that will be used to modify the CPSs. Modifications determine how

the CPSs are to be changed. They do this by taking one or more of the key variables and
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using them to modify the behaviour of the CPS. The modification may only be applicable

to certain CPSs; we discuss which modifications could be made to which CPS in Sect. 7.3.

We present three diagnoses, and three modifications. In principle, each diagnosis could

be used with any modification. The designs therefore cover nine possible combinations of

diagnoses and modifications.

The design for the first diagnosis is based on the idea that, from the CRM experiments,

different RWPs have different values for the key variables. By addressing G2 in Chapters 4

and 5, we have obtained information about what changes to the cloud field are expected

for given dynamic conditions. From the experiments involving the RWPs, we can associate

the values of a few key variables with particular RWPs. The key variables are the: degree

of organization; convective cloud lifetime; and mass flux per cloud. The key variables are

directly relevant to the formulation of some CPSs, and can therefore be used to inform the

design of modifications to existing CPSs. We apply these changes to the CPS when the

wind profile in the grid-column is diagnosed to be close to one of the RWPs, and there is

sufficient CAPE for convection to be present. This design is presented in detail in Sect.

7.2.1, and we call this Diagnosis A.

Diagnosis A involves diagnosing the specific RWP in each grid-column, then making

changes to one or more of the key variables based on that RWP. It thus has discrete

step changes in the values of the key variables when conditions change, when the grid-

column transitions from one RWP to another. In Diagnosis B (Sect. 7.2.2), we propose

a modification to Diagnosis A to make the key variables vary smoothly across the RWP

parameter space.

From the combined experiments of Chapters 4 and 5, we have identified certain linear

relationships between the driving variables and the key variables. The relationships offer

us a third way of designing changes to a CPS to make it shear-aware. From the dynamic

conditions, we can diagnose the value of each driving variable in the climate model. Then,

the linear relationships can be exploited to determine how the CPS should be modified.

The procedure to do this is detailed in Sect. 7.2.3, and we call this Diagnosis C.

We have built up a picture of how cloud fields change in the presence of organization

through finding out how the key variables change. Making changes to CPSs therefore relies

on the CPS in question representing the concept of the key variable. If it does, then it will
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be possible to use the key variable as an input to the CPS to modify its behaviour. For

example, if we wish to make changes to the lifetime of convective cloud cells, then the CPS

must explicitly recognize the concept of convective cloud lifetime. This requirement is not

always met, thus not every CPS is amenable to modification by changing its representation

of every key variable. However, for each key variable, certain classes of CPS are potentially

modifiable. In Sect. 7.3, we will state what class of CPS is modifiable, as well as providing

one or two examples of specific CPSs that can be modified. We present three possible

modifications below, labelled M1, M2 and M3. The modifications are driven by considering

what changes in key variables that describe the cloud field we have detected, and identifying

CPSs that can accept these key variables as inputs, because of the way in which they are

formulated.

The above designs will allow a CPS to represent some aspects of shear-induced organiza-

tion. Representing these aspects will lead to changes in the behaviour of the climate model.

It is our contention that representing unresolved organization of convection in the climate

model is necessary to improve the performance of the model. We note that, in our view, it

is necessary, but may well not be sufficient to realise improvements. This is due to factors

such as the climate model needing to be retuned to accommodate the changes to the CPS.

The changes will be targeted to the regions of the tropics where the RWPs are active –

see Fig. 3.5. This figure shows that, over long time periods, the RWPs are active over large

regions of the tropics. Thus, over long time periods, the changes are likely to inject variance

over large scales, which could lead to an increase of variability of the climate model.

In the remainder of the chapter, we will first present the three diagnoses outlined above

(Sect. 7.2). We will then describe the modifications that could be made from the key

variables that have been outputted by the diagnoses (Sect. 7.3). For each modification,

we will describe how it could be applied to specific CPSs, and what changes would be

necessary. In Sect. 7.4, we discuss what the expected effects of modifying the schemes are,

and how the effects could be diagnosed through analysis of climate model simulations. A

short discussion of the computational efficiency of the diagnoses and modifications is given

in Sect. 7.5. Finally, we summarize the designs and discuss them in the context of the rest

of the thesis (Sect. 7.6).
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7.2 Designs for diagnoses of key variables

Here, we present three possible ways of estimating the key variables, which are diagnostic

steps within the climate model. That is, they take information already represented in the

model, and diagnose the value of one or more of the key variables based on the model state.

7.2.1 Diagnosis A: Diagnose RWPs within climate model

In this design for a diagnosis, we use a similar procedure to that used in Chapter 3 to

diagnose which RWP a given grid-column is nearest to. A high-level overview of the design

is shown in Fig. 7.1. We make a distinction between online and offline inputs. Online inputs

are ones which are calculated by the climate model at each of its timesteps. Offline inputs

are calculated once before the model has run. As in the clustering procedure described in

Sect. 3.2.2, the online inputs are the u and v profiles, and undilute CAPE. These would

be used in the “Diagnose RWP” process, which would be implemented in the model, and

would run at every model timestep.

u, v profiles

CAPE

inputs from climate model

Diagnose RWP

RWP info.

Diagnostic: RWP

Lookup τcld

Lookup MF

per cloud

Lookup

cluster-index

key variables

Diagnostics: key variables

Figure 7.1: Diagnosis A. Flowchart showing a high-level overview of the design. Online

climate model inputs (discussed in main text) are shown by pink rounded boxes; offline

input from the RWP analysis is shown by a blue rounded box. Processes are light orange

boxes. Diagnostic output from the model is shown by light green rounded boxes.

The process works in a similar manner to the one shown in Fig. 3.1. The “Filtering” and

“Normalization” steps are done as before. The main difference is that the “PCA” (Principal

Component Analysis) and “Clustering” steps are no longer done. Instead, the normalized
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wind profiles are compared with the 10 RWPs, and the nearest RWP to the wind profile is

determined. This is done by looking at the Euclidean distance between the wind profile

and each of the RWPs, and then choosing the nearest RWP based on the distance. Note

that, in the normalization step, the lower troposphere is favoured (Sect. 3.2.4.1). Thus,

when calculating the distance between the profile and each of the RWPs, the contribution

from the lower troposphere will be weighted more highly.

Thus, at the end of the procedure, any grid-column can be in one of 11 states. Either it

can be “Not an RWP” if it was filtered out, or it can be one of the 10 RWPs. It will be

filtered out according to the same criteria as used in the clustering procedure. This will

occur if the grid-column exhibits low shear – its maximum shear is not in the top 25 %

of all grid-columns. It will also be filtered out if its CAPE is lower than 100 J kg−1. In

either case, the grid-column is deemed unlikely to produce shear-induced organization of

convection. If the grid-column is in the “Not an RWP” state, no further action is taken,

and the CPS performs its calculations without modification.

If the grid-column is determined to be in one of the RWP states, then modifications will

be made to its CPS. The change will be based on the RWP experiments from Chapter 5.

The key variables used are: the mean lifetime for all clouds, τcld; the mass flux per cloud,

MF per cloud; and the cluster-index. The value for the key variable will be looked up from

the experiment corresponding to the grid-column’s RWP state.

7.2.2 Diagnosis B: Linearly interpolate between RWPs

Diagnosis B is an extension of Diagnosis A. The design is shown in Fig. 7.2. There is a large

degree of similarity with Diagnosis A – the inputs and modifications are all the same. The

difference comes in how the RWP information is used. In Diagnosis A, wind profiles were

assigned one and only one RWP, and the values of the key variables: τcld, MF per cloud

or cluster-index, could be found via a lookup. This would lead to discrete step changes

when the grid-column transitioned from one RWP to another. In Diagnosis B, wind profiles

are instead located in “RWP space”, and their location is used to interpolate between the

nearest key variables.
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inputs from climate model
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cluster-index
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Diagnostics: key variables

Figure 7.2: Diagnosis B. Estimate wind profile positions in “RWP space”, defined in main

text. Symbols as in Fig. 7.1.

Each RWP can be thought of as a point in an “RWP space”. Due to the clustering

procedure set out in Chapter 3, the number of dimensions of this space is seven. This is

because we chose to keep seven principal components in the PCA step. Every wind profile

can also be located in the “RWP space”. In general, a wind profile will not correspond

exactly to one of the RWPs. However, it is possible to work out which RWP each wind

profile is nearest to – this is similar to what is done in Diagnosis A, although in Diagnosis

A no PCA step is done. This is equivalent to segmenting the space into regions based

on the RWPs, creating a Voronoi diagram in the space (see Appendix C). This will have

discontinuities between the values for the key variables at the boundaries between each of

the segments in the “RWP space”. It is these discontinuities that we wish to avoid.

The way that we propose to do this is by using interpolation across “RWP space”.

Essentially, linear interpolation would be done in “RWP space” between the RWPs, so that

a unique value for any variable could be defined at all points. Interpolation can only be

used to find values that are in a convex hull defined by the RWPs, and so some method

must be chosen to choose unique values outside the convex hull. We do this by reverting

to using the value for the key variable from the nearest RWP, as is done in Diagnosis A.

The interpolation would mean that there are no discontinuities in the variables within the

convex hull. There will, however, be a discontinuity on the boundary between the convex

hull and the region outside it. The procedure is described in more detail in Appendix C.

Once the value for the key variable has been determined, modifications to the scheme
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would proceed as in Diagnosis A. That is, depending on which of the three modifications has

been chosen, the three key variables would be estimated, and modifications to the relevant

key variables in the CPS would be made. However, in this case, the key variables would

vary across “RWP space” without stepwise discontinuities, apart from at the boundary of

the convex hull.

Each key variable can be optionally output and saved through the model’s diagnostic

output functionality, to determine what values of each of the key variables are being used

where the shear-aware modifications are active.

7.2.3 Diagnosis C: Exploit linear relationships

In this diagnosis, we make use of the linear relationships found in Chapter 5. The design

is shown in Fig. 7.3. This considerably simplifies the modifications that must be made to

the CPS. This is because instead of diagnosing the RWP, or performing an interpolation

in “RWP space”, the only necessary diagnosis is determining the Low-Level Shear (LLS).

Determining the LLS is done in the same way as in previous chapters (see Sect. 4.2.3),

where we use low-level wind difference to represent LLS. However, the LLS is now calculated

at every grid-column for each model timestep, and the online calculation is used at input to

the CPS. Note, we would still filter on CAPE to determine whether or not the modifications

were active. Additionally, the modification could only be active if the original CPS was

active.

Once the LLS has been diagnosed, the CPS can make use of the linear relationships

found in previous chapters to estimate the key variables. The appropriate key variables can

then be used to change the value of the relevant parameter in the CPS, as in the previous

diagnoses.
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Figure 7.3: Diagnosis C. Exploit linear relationships. Symbols as in Fig. 7.1.

7.3 Designs for modifications to CPSs

The modifications, based on the values of the key variables from the previous sections, will

take one of three forms. A schematic of these is shown in Fig. 7.4. The modifications are

described below.

Estimate MF

per cloud

Estimate τcld

Estimate

cluster-index

key variables

M1: Modify stoch. CPS

M2: Source of org

M3: Trigger mesoscale ascent

Figure 7.4: Key variables are taken from the output of the diagnoses. Light orange boxes

are processes, and modifications are shown in turquoise rounded boxes.
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7.3.1 Modification 1: Modify a stochastic CPS

Certain stochastic parametrization schemes include, as part of their formulations, the

concepts of convective cloud lifetime and Mass Flux (MF) per cloud. They can therefore

make use of this information, as provided by one of the diagnoses presented above. M1 uses

this to modify the stochastic parametrization scheme described in Plant and Craig (2008)

(see Sect. 2.3.3). In this scheme, there is a MF per cloud parameter, which they denote

as 〈m〉. This parameter determines the Probability Density Function (PDF) from which

they randomly sample to generate the stochasticity, through Eqn. 2.3. It is also related to

the total mass flux, 〈M〉, and the expected number of clouds, 〈N〉, by 〈N〉 = 〈M〉
〈m〉 . 〈M〉 is

set by the closure, and thus 〈m〉 sets the expected number of clouds. We note that 〈m〉 is

seen to increase with increasing organization (Sects. 4.3.8 and 5.3.2.4), and so the expected

number of clouds would decrease with increasing organization. This would decrease the

probability of initiating a plume in a timestep in a given grid-box (see their Eqn. 4), but

the plumes would be initiated with larger mass fluxes. These modifications would therefore

be consistent with the results seen in Chapters 4 and 5 – that stronger organization was

associated with fewer, stronger clouds.

Similarly, there is a cloud lifetime parameter, which is set to 45 min. This determines

the degree of temporal coherence in their scheme. In Plant and Craig (2008), they note that

this parameter could be a function of the large-scale environment. Here, we are suggesting

a method for making it so, which is backed up by the results presented in previous chapters.

The full modification would then work by modifying both of these parameters in the scheme,

based on their values taken from the diagnosis step.

7.3.2 Modification 2: Act as a source of subgrid organization

M2 uses cluster-index as a measure of cloud field organization. The class of schemes that

this could be applied to are schemes which represent some notion of subgrid organization.

Two schemes readily fit the bill. They are the scheme of Mapes and Neale (2011), which

attempts to model subgrid organization through a prognostic called org. Additionally, an

option to modify the Gregory and Rowntree (1990) scheme known as ProgEnt (Willett

and Whitall, 2017) is available for the Met Office’s Unified Model. This scheme again has



Chapter 7: Designs for a shear-aware convection parametrization scheme 188

a prognostic field which is advected by the model’s dynamics, which we will call org as

well for ease of description. Both of these schemes link the prognostic org with the CPS’s

entrainment parameter, providing a link between the subgrid organization and the typical

size of cumulus clouds that are modelled by the scheme. These two schemes are discussed

in more detail in Sect. 2.3.5. We note again that, in Mapes and Neale (2011), they suggest

adding other sources of subgrid organization.

The idea for M2 would be to use the diagnosed value of cluster-index. This would

then act as a source of org. This could be implemented either as an additional source of

org to the existing sources already present in the schemes, or could be the only source of

org. Given that these schemes currently do not use other sources of org, and they show

some promise in improving variability, it would seem sensible to add cluster-index as an

additional source of org. However, in all likelihood it would be feasible to carry out a series

of experiments to determine which approach was most beneficial. The modified scheme

would then act to change the entrainment rate based on the amount of org present in each

grid-column, as is done currently by the schemes.

Finally, in Willett and Whitall (2017), they mention that the degree of memory in

their scheme could be related to the convective cloud lifetime (see Sect. 2.3.5). With

the information about how convective cloud lifetimes vary under the presence of cloud

field organization, it would be possible to make this link. This could be implemented in

their scheme by changing the decay timescale of their prognostic field in the presence of

organization. This could be done for either scheme.

7.3.3 Modification 3: Enhance mesoscale activity

M3 again uses the key variable cluster-index to control the modifications to the CPS. The

idea here is similar to the idea used in e.g. Donner (1993) and Gray (2000), described

in Sect. 2.3.4. The argument relies on the fact that organized cloud systems tend to be

associated with a large degree of stratiform cloud, caused by mesoscale ascent. This is

represented in the schemes through a second mass flux term, which controls the degree of

additional mesoscale ascent caused by the subgrid processes. Here, we would link this to

the degree of organization, as represented by the key variable cluster-index. Specifically,

the degree of organization could be tied to the activation of the scheme. The simplest way
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of doing this would be to use a threshold on the amount of organization, as diagnosed

from the RWPs. Note, when coupled with Diagnosis C, this would be very similar to the

proposed threshold on LLS in Gray (2000).

Additionally, it may be possible to modify these schemes so that they are not only

active under certain conditions, but the scale of their activity is dependent on the degree of

diagnosed organization. For example, in Gray (2000), there is a parameter that controls the

strength of the mesoscale circulation by determining the fraction of detrained air from the

convective updraught that forms the mesoscale updraught (their α). They set this to be a

constant, but note that this is a “purely pragmatic choice”. It may be possible to scale this

parameter based on the diagnosed value of cluster-index to represent Mesoscale Convective

Systems’ (MCSs) strength in a continuous manner.

In Moncrieff, Liu and Bogenschutz (2017), they represent the effect of mesoscale

circulation by including baroclinic heating and momentum flux parametrizations. They do

this in a way that is unrelated to the resolved scale flow – there is no spatial or temporal

variation in these two parametrized terms. Here, we suggest that these could be linked to

the degree of organization. There are two parameters in their scheme, α1 and α2, which

control the strength of the heating and momentum flux respectively. They note that these

parameters should be a function of shear. Due to the relationship between shear and

organization we have found, our results provide further evidence that this is the case. This

suggests that modifying their scheme by making the parameters depend on the degree of

diagnosed organization could be a fruitful means of representing shear-induced organization

of convection. In the first instance, this could be done by making their parameters vary

linearly with the diagnosed organization, up to a maximum threshold value.

7.4 Expected effects

The way that a climate model is affected by the changes outlined above will depend on

which of the diagnoses and modifications are chosen. Given that each modification only

applies to a certain class of CPS, the behaviour of the class of CPS before modification

would also have to be taken into account. From the diagnoses, we can say with some

certainty where the modifications are likely to be active. This has implications for how
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the model will behave, as the location of the modifications will affect different regions of

the model. The scales over which the modifications are active will also be important. The

implications will be explored in the following section, Sect. 7.4.1.

The way in which each key variable is used to modify the CPS will also be important.

This, coupled with the diagnosis that has been chosen, will determine how individual grid-

columns are affected by the CPS being shear-aware. We will not enumerate all combinations

of diagnosis and modification, but we will outline the broad effects of the modifications in

Sect. 7.4.2.

Finally, the expected effects presented here provide useful hypotheses as to how the

changes will affect a climate model. The effects are based on a logical consideration of the

changes to the CPS, and how these will manifest themselves when the climate model is run.

However, they are only hypotheses, and as such they should be tested. How this could be

done is outlined in Sect. 7.4.3.

7.4.1 Effects of diagnoses

The three diagnoses above will determine where the modifications are active. They will

not, on their own, have an effect on the model. However, where they diagnose activity, and

to what degree, will have a bearing on the nature of the changes to the CPS.

Diagnosis A will have activity with a time-mean spatial distribution that is very close

to the one shown in Fig. 3.5. From this, it is plausible that the scales of the activity will be

quite large (1000s of kilometres), as the RWPs are active over regions with these scales.

They are also localized in a geographical sense, in that there are certain regions of the

globe where each RWP is more active. Some of the RWPs show increased occurrence at

different times of the year as well (see Fig. 3.6). Taken together, we have a good idea where

the shear-aware modifications will be active. For example, C6 will be most active over the

north-west Pacific, and C10 will be most active over South America, particularly over the

Amazon. This means that the shear-aware CPS will be introducing extra variance which is

coherent over large spatial areas. From this, it is reasonable to make the hypothesis that

the shear-aware CPS will have an effect on large-scale processes.

Because Diagnosis A categorizes dynamic conditions into one of 11 states, it is possible
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for the diagnosis to transition between states from one timestep to the next. If a given

grid-column lies close to the boundary between two of the RWP states, it would be possible

for the scheme to undergo frequent transitions between states. This is not necessarily a

problem. However, it might lead to unwanted behaviour if the states have very different

values for the key variables. In this case, the scheme’s behaviour could quickly change over

a course of a few timesteps. In the Unified Model (UM), a similar situation occurs with

the boundary layer scheme (Lock et al., 2000). This diagnoses the boundary layer as being

in a particular state, for example, stratocumulus topped. Discrete jumps between states

therefore occur when the transitions happen to move the boundary layer from one state

to another (Leoncini et al., 2010). In this case, the switching from one state to another

can cause different coefficients to be used in the parametrization schemes, generating

atmospheric waves which affect the evolution of the simulation.

Where the modifications are active using Diagnosis B will have a very similar geographical

distribution as that for Diagnosis A. The difference will mainly be in the magnitude of the

change that is made, with the linear interpolation leading to smoother transitions between

RWPs. It is difficult to say how this will affect the behaviour of the climate model. Here,

we hypothesize that the behaviour of Diagnosis B will be similar to that of Diagnosis A.

However, it is possible that the smoother transitions would lead to reduced short-timescale

variance due to the modified CPS, as it would be impossible for this diagnosis to exhibit

the frequent transitions between two RWPs that Diagnosis A could produce.

Diagnosis C is determined by where there is stronger LLS and CAPE. Where it is active

is therefore similar to the spatial distribution shown in Fig. 3.2. Broadly speaking, this

means that it will have an effect where convection is active, as this figure shows similarities

to distributions of precipitation (e.g. GPCP – Adler et al., 2003). However, this fails to

take into account the link between the strength of the LLS and the magnitude of the

modifications.

This diagnosis would lead to less targeted changes than the other two, as the individual

RWPs are no longer used to provide information about the key variables. There would

be no hard transitions between RWPs, as in Diagnosis A. We therefore speculate that the

behaviour would be closer to Diagnosis B than Diagnosis A.
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7.4.2 Effects of modifications

The three different modifications will impact the behaviour of the model in different ways.

M1 will lead to changes in both the temporal coherence of the CPS and the strength of

the convection that it represents. Taken together, these modifications would lead to an

expectation state of fewer, stronger clouds that persisted for longer time periods under

conditions where more organization was diagnosed. This does not seem unreasonable.

Considering variations about the expectation state is also insightful. There is increased

potential for there to be no clouds in a given grid-column that was diagnosed as being

organized. Due to the reduced probability of creating new clouds, this could persist for

longer periods of time – the temporal coherency would apply to both existing clouds and

the case when there are no clouds. This could act as a persistent source of spatial variation,

if a grid-column in a no-cloud state was adjacent to a grid-column in a strong-cloud state.

A link between this situation and the fact that organized systems are associated with longer

timescale is certainly plausible. This is because organized system would persist for longer,

and organized systems, due to their size, would take longer to form. However, more work

would need to be done to verify that this connection was physically realistic.

By implementing M2, we would again be targeting the temporal variability. However,

we would be doing so by a different mechanism. By increasing org, we would be indicating

to the CPS that it should be using a decreased value of entrainment. This would allow the

CPS to produce more deep convection, as the lateral mixing which inhibits the formation

of deep convection would be decreased. This would again lead to stronger convection over

the depth of the troposphere, which would be expected to consume CAPE more rapidly.

Therefore, this modification might produce similar results to M1, where the temporal

variability was affected. Decreasing the entrainment would also act to increase the depth

of convection, and change its vertical profile. This would couple to the model’s dynamics,

although it is hard to predict what effect this would have.

M3 will have an effect on the vertical profile of the heating associated with the orga-

nization of convection. It will produce more top-heavy heating (see Fig. 1.1). We expect

this to impact the model in the following two ways. First, it will change the mechanism by

which the atmosphere stabilizes. If the heating is elevated with respect to a CPS that is
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not shear-aware, the atmosphere will have a layer of increased stability at a higher altitude.

This could have an interesting effect on subsequent convection. We hypothesize that this

would not suppress future convection in the same way that a conventional scheme would,

as lower level convection could still form.

Second, this modification could be important for how the convection couples to the

dynamics of the climate model. This could happen through how source terms for various

large-scale atmospheric waves are affected. The large-scale waves – Rossby waves, Kelvin

waves and potentially convectively-coupled phenomena like the Madden-Julian Oscillation

(MJO) – are stimulated by diabatic sources in the tropics. The height of these sources is

important for how these waves are stimulated. Therefore, if the heating profile were changed,

we hypothesize that this might have an effect on the representation of the large-scale waves

in the climate model, as was seen in Moncrieff, Liu and Bogenschutz (2017) (Sect. 2.3.4.3).

This could have knock-on effects for teleconnections between the tropics and other regions.

7.4.3 Testing of effects of the modifications

In this section, we discuss some possible ways in which the modifications could be tested.

First, these could serve as checks that the modifications were behaving sensibly, and not

producing large-scale tendencies that were out of line with previous CPSs or otherwise

physically unrealistic. Second, the modifications are designed to represent some aspects of

shear-induced organization. It therefore makes sense to examine their behaviour with a

view to detecting changes in the representation of organization in climate models. Some

methods for performing these tests are suggested. Several of these methods were used in

previous studies of similar schemes, discussed in Sect. 2.3.4.

It would be possible to test the effects of the modifications to a CPS in a Single Column

Model (SCM; Zhang, Somerville and Xie, 2016) framework (see e.g. Mapes and Neale,

2011; Willett and Whitall, 2017). This would involve running the modified version of the

scheme with large-scale forcings taken from a field campaign, such as TOGA-COARE, and

comparing the observed tendencies and precipitation with that predicted by the scheme.

This would provide a check that the modifications were not doing anything untoward, and

may be helpful when developing the modifications. However, there is a difficulty with this

approach when applied to our modifications. The wind profiles would have to be fed in
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as well as the forcings. These may cause the scheme to transition between RWPs under

Diagnosis A. One way of addressing this might be to run the scheme under a variety of

possible wind profiles, where these were specified for the duration of the test. This would, at

least, check that the scheme was behaving plausibly in each of its new possible configurations

when driven with the reference forcings. It could also potentially indicate what differences

arose in the convective tendencies due to each of the different wind profiles being active.

However, one thing to bear in mind when performing simulations with an SCM is that

there is no feedback between the dynamics and the scheme. This would mean that these

simulations could not tell us about how the modifications might affect, for example, the

large-scale waves.

Climate models are typically able to produce global patterns of precipitation reasonably

well when compared to observational datasets such as GPCP. There are often biases, such as

the double Inter-Tropical Convergence Zone (ITCZ) bias seen in many models (Lin, 2007),

or the enhanced precipitation over the western Indian Ocean seen in the UM (Bush et al.,

2015). However, overall, the mean precipitation patterns produced by the climate model

match the observations quite well. It would therefore be important that the modifications

to the scheme do not impact negatively on the global precipitation pattern by increasing

biases to unacceptably high levels in any region. It would, of course, be desirable that

the modifications would decrease biases in certain regions. However, it must be borne in

mind that models will have been tuned, and the accuracy of the precipitation pattern may

well have been one of the metrics which determined the choice of parameters. Improving

precipitation biases is therefore not just about better representing the processes which

produce the rainfall in the CPS, but also about how well the CPS is integrated into the

climate model.

We have hypothesized that the representation of temporal variability – the short timescale

behaviour of the CPS – may be positively affected by some of the modifications. This

includes improving issues inherent in some CPSs whereby they switch on and off repeatedly

– the intermittency problem (e.g., Stratton and Stirling, 2012; Walters et al., 2017). There

are many ways this could be tested. One way could be to investigate the temporal coherence

timescale of individual grid-columns. This could be done by autocorrelating the time-series

of, for example, convective precipitation in the grid-column. Another might be to produce

Hovmöller plots of precipitation over the tropics, as was done in e.g. Mapes and Neale



Chapter 7: Designs for a shear-aware convection parametrization scheme 195

(2011). This could be compared with a similar plot produced from observational datasets.

A third way could be to investigate the global distribution of variance of the precipitation

field, and compare this with a similar analysis of observational datasets.

We have hypothesized that the modifications might affect the representation of large-

scale waves in the atmosphere. One way these could be examined would be through the use

of a Wheeler-Kiladis diagram (Wheeler and Kiladis, 1999), as was done in Moncrieff, Liu and

Bogenschutz (2017). In this type of diagram, the strength of various kinds of atmospheric

waves can be seen, and compared with the strength in the observations. Comparison

between the control, shear-aware and observational diagrams would show whether the

shear-aware CPS was having an effect on the representation of the various waves, and

whether the modifications were beneficial or detrimental to their representation.

7.5 Computational efficiency of diagnoses and modifications

The diagnoses and modifications would add extra computational cost to any CPS which

included them. Here, we give a short outline of these. Diagnosis A would involve some

computational overhead. The first step of applying the filtering criteria would involve

very little extra computation. A Euclidean distance calculation between the grid-column

and each of the 10 RWPs would be needed; this would incur some overhead but would

not, in our estimation, represent a large fraction of the total computation required by the

CPS. Using a lookup table to estimate the key variables would be quick. None of these

steps would require significant memory usage. Thus neither the time or memory usage

of Diagnosis A is likely to add substantially to the overall computation requirements for

the CPS. Diagnosis B uses the same filtering as Diagnosis A, but requires an interpolation

step instead of finding the Euclidean distance used in Diagnosis A. However, it falls back

on the method of Diagnosis A if the wind profile in the grid-column is outside the convex

hull defined by the RWPs. The interpolation is likely to be both quick and not memory

intensive. Thus the computational cost of Diagnosis B is likely to be similar to Diagnosis

A, and not too large a burden for any CPS. Diagnosis C is the simplest of the diagnoses

and, as it only requires a calculation of the LLS, it would be computationally inexpensive.

The modifications involve taking an existing CPS and making a particular parameter
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depend on the value of one of the key variables. Thus, the overall cost of the modifications

would be small compared to the original cost of the existing CPS. However, some of the

existing CPSs involve creating additional prognostic variables (e.g. Mapes and Neale, 2011;

Willett and Whitall, 2017), which will add memory overhead and may add computational

overhead to the host climate model. The simplicity of the scheme of Moncrieff, Liu and

Bogenschutz (2017) means that it would add very little overhead. Thus, if the computational

cost were a major concern, Diagnosis C coupled with M3 using this CPS would be the most

computationally-efficient way of making the CPS shear-aware.

7.6 Summary and discussion

In this chapter, we have presented some designs for how a CPS could be made shear-aware.

We have based the designs on foundations that are provided by the previous chapters.

We have made a distinction between the diagnosis and modification of a CPS to make

it shear-aware. Due to the different options for diagnosis and modification, we have not

provided a single design, but rather a family of designs that could be implemented. The

choice of which one to implement would have to be guided by other principles, such as

which aspect of shear-induced organization the modeller wished to represent. Practical

considerations would also be involved, such as which of the key variables was available for

modification in the unmodified CPS. We are therefore not trying to be prescriptive about

which design is most suitable.

We have suggested some hypotheses that could be used to determine the effectiveness

of the designs, were they to be implemented. Additionally, we indicated what types of

analyses could be performed to test the hypotheses. Whilst we did not give detailed

proposals for how these should be carried out, they indicate a clear set of steps that could

be followed to achieving the ultimate aim of making a shear-aware CPS. We outlined what

the computational costs of the diagnosis and modifications would be, indicating that none

of the diagnoses was likely to be computationally expensive, and that computationally

efficient ways of making a CPS shear-aware should be possible.

More broadly, this thesis represents a framework for designing modifications to extend

a CPS so that it represents shear-induced organization. The combination of diagnosing
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RWPs from a climate model and performing high-resolution experiments with these to

provide information that can be used to modify a CPS is quite general. It would be possible

to change many aspects of this thesis, such as the clustering procedure (Chapter 3) and

the details of the high-resolution Radiative-Convective Equilibrium (RCE) experiments

(Chapter 5), whilst still following the framework provided here.

In terms of meeting the aim of this thesis – designing a shear-aware CPS – we have

certainly made progress. We have offered a family of potential designs for modifying a CPS,

each one backed up by experimental results. We have done this by meeting the goals we set

out originally. In G3, we stated that we wished to use information about where and how to

modify a CPS to make it shear-aware. The diagnoses and modifications presented above

represent concrete designs about how both of these could be achieved.
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Chapter 8

Conclusion

In Chapter 1, we set out the aim of the thesis, and presented three goals that would enable

us to meet that aim, which we repeat here:

G1 Identify locations in a climate model where shear-induced organization of convection

is likely to be active. Obtain information about the associated dynamic conditions as

represented by the wind profiles;

G2 Determine how different dynamic conditions affect the equilibrium properties of cloud

fields. Investigate both the effect of shear and of surface winds;

G3 Use information about where the organization of convection is active and the cor-

responding changes to the properties of the cloud field to design modifications to a

convection parametrization scheme.

Here, we complete the thesis by discussing to what extent we have met the goals. In the

following section, we review the key findings from this thesis and discuss the three goals

(Sect. 8.1). The wider implications of this thesis are discussed in the context of existing

work in this area, and interesting topics which we chose not to fully address (Sect. 8.2).

Some limitations of the experimental designs and results from the thesis are presented

(Sect. 8.3), as well as possible extensions based on these. We then suggest future work

that naturally presents itself as a follow on to this thesis (Sect. 8.4). Finally, we conclude

with an appraisal of whether we have met the aim of this thesis, and provide some closing

remarks on the value of the work contained within it (Sect. 8.5).

199
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8.1 Summary of key findings

In Chapter 2, we reviewed the relevant literature for this thesis. This covered three broad

topic areas: organization of convection in the tropics, idealized modelling of cloud fields,

and Convection Parametrization Schemes (CPSs). The role of shear in causing organized

convection was the uniting theme in our review. We discussed evidence from observations,

theory and modelling studies of the role of shear in organizing cloud fields. We presented

evidence that showed that the organization of convection modified convective responses

and timescales of convection in a way that could affect scales larger than the scale of

individual convective clouds. Several CPSs which modelled the role of organized cloud

fields in different ways were reviewed, and we noted that some of these highlighted the

importance of shear and the need for further study in this area.

In Chapter 3, we produced a climatology of wind profiles from a climate model that are

likely to be associated with the organization of convection to address G1. We did this by

using a novel clustering procedure, after first applying filtering and normalization of the

wind profiles so that the clustering could distinguish the physically-meaningful differences

between them. We produced a set of 10 Representative Wind Profiles (RWPs), whose

spatio-temporal distributions could be examined. Each RWP represents a different sheared

environment in the climate model. We found evidence that linked their distributions to

distributions of Mesoscale Convective Systems (MCSs) from previous studies. Some of the

RWPs were shown to have similar forms to wind profiles taken from case studies of squall

lines. We therefore satisfied G1 in this chapter, by providing evidence that we had identified

wind profiles in a climate model which were linked to the organization of convection.

In order to determine the effect of wind shear on cloud fields and mean atmospheric

states, idealized Radiative-Convective Equilibrium (RCE) experiments with Cloud-Resolving

Models (CRMs) were performed with a set of four driving wind profiles in Chapter 4. The

experiments were performed with a prescribed cooling that represented the radiative

cooling; we call this a forcing experiment. The wind profiles varied shear and surface

wind systematically to allow the effects of each to be distinguished. Analyses of the cloud

field and mean atmospheric state were conducted. We found that experiments with no

shear exhibited the least organization, and that experiments with shear produced more
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as expected. The thermodynamic state of the atmosphere was seen to depend on the

surface wind and, to a lesser extent, shear, with increased surface wind or shear seen to

be associated with higher CAPE. The mass flux statistics showed some dependency on

the shear, with increased shear (and hence increased organization) related to increased

ensemble mean mass flux per cloud. In novel analysis, the lifetimes of convective clouds

were investigated as a function of shear: there were signs that there was a relationship

between the shear and the lifetime of cloud groups – clouds which had undergone either

merges or splits.

To address G2, the experiments of Chapter 4 were extended in Chapter 5 by using the

RWPs from Chapter 3 to drive 10 forcing experiments. This provided a set of 14 forcing

experiments that could be compared with each other. We found that the RWPs produced

organized cloud fields, which strengthens the association between RWPs and organization.

The analyses from Chapter 4 were condensed so that each analysis could be presented as a

collection of analysis variables. This allowed for easier comparison of the experiments. The

relationships between certain variables were examined directly. We found that: organization

was well correlated with the low-level shear, and CAPE was well correlated with the mean

surface wind. We found a more complicated relationship between organization and cloud

lifetime; however the lifetime of the “all” cloud group was found to be correlated with

organization.

Additionally, we produced a correlation matrix of all the analysis variables, from

which we could see that certain groups of variables were correlated with each other – for

example, the thermodynamic variables. One other relationship was found which was used

subsequently: the mass flux per cloud was seen to be related to the low-level shear (and

consequently also with the organization). In Chapters 4 and 5, we met G2 by producing

evidence that indicated how cloud fields and mean atmospheric states change under the

effects of shear and mean surface wind, in a way which could be used to inform the design

of a CPS to allow it to represent the organizing effect of shear.

In Chapter 6, we used the mean thermodynamic state (profiles of temperature and

water vapour) taken from the forcing experiments of Chapter 4 as relaxation profiles, which

we used to constrain the state of eight relaxation experiments. We did this so that we

could investigate the convective response to organization, something which is not possible
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in the forcing experiments because of the constraints placed upon them. We found that our

experimental setup worked as expected, with neutral experiments producing a diagnosed

forcing that was similar to the forcing used to create their reference profiles. However,

contrary to our expectations, we found that organized cloud fields did not produce a dipole

heating response of the form shown in Fig. 1.1, where there is upper-level heating and

lower-level cooling associated with the stratiform precipitation. We attributed this to the

fact that the reference profiles from forced experiments with sheared environments had

substantially more CAPE than those without shear, and this was the leading order effect

on the relaxation experiments. We used the experiments to argue that both the CAPE

and the sheared environment are important for causing organization of convection, with a

sheared environment on its own being sufficient to increase instability. Using relaxation

experiments in this way represents a new way of analysing the effects of shear.

Potential designs for changes to existing CPSs to make them shear-aware – to be able

to represent some aspects of shear-induced organization of convection – were presented in

Chapter 7. We drew a distinction between the diagnosis of whether, and to what extent,

the shear-aware scheme should be active and what modifications should be made to make

the scheme shear-aware. We presented three methods for diagnosing the activity. The

first used the values of three key variables – cluster-index (a measure of organization), all

cloud lifetime, and mean mass flux per cloud – from the RWP experiments as inputs to a

shear-aware CPS. The second diagnosis removed the discrete nature of the first diagnosis,

by performing linear interpolation to produce continuous fields of the key variables over

the majority of the parameter space. The third made use of the relationships uncovered

in Chapter 5 to provide a simple means of predicting the key variables from the low-level

shear in a climate model.

To address G3, we presented three modifications that could be made to existing CPSs,

each of which could be paired with any of the diagnoses. The first involved using the key

variables of convective cloud lifetime and mean mass flux per cloud to make changes to

a scheme that can accept both of these as inputs. The scheme described in Plant and

Craig (2008) is a suitable scheme, although any scheme that represents these concepts could

be modified. The second modification involves making changes to a scheme which has a

link between previous convective activity and the entrainment. Two such schemes were

identified: Mapes and Neale (2011) and Willett and Whitall (2017). These schemes would
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be modified by making the low-level shear act as a source of their prognostic fields, org and

P respectively. The third modification would involve modifying either the activation or the

strength of the mesoscale activity in schemes which represent some aspects of MCSs. Such

schemes include: Gray (2000), Donner et al. (2001), and Moncrieff, Liu and Bogenschutz

(2017). We discussed hypotheses about how these designs – any combination of diagnosis

and modification – might affect climate models, and suggested some analyses which could

be performed to test these hypotheses.

The designs build on the work done by many other studies, as well as the work in this

thesis. They provide a blueprint for implementing a shear-aware CPS in a way which is

backed up by the results from the previous chapters. The diagnoses are heavily dependent

on the results from Chapters 3, 4, and 5, whereas the modifications rely on existing CPSs

discussed in Chapter 2, as well as the results from the preceding chapters. We can therefore

claim to have made progress on G3, in that we have provided a set of designs that could be

implemented in a climate model to represent shear-induced organization of convection.

8.2 Discussion

This thesis has relied on making several simplifying assumptions in order to make progress.

For example, we have only used equilibrium Cloud Resolving Model (CRM) simulations

to provide information which can be used to inform the design of CPSs. We have only

considered shear-induced organization of convection. We have only considered the case

where the convective organization is essentially subgrid, that is, its horizontal scale is less

than the grid-length of the climate model. We have justified the use of these assumptions

in Chapter 2. However, each assumption introduces a reduction in scope of the full problem

of representing organization of convection in a consistent way in any climate model. Here,

we discuss some of the interesting questions and issues that arise from relaxing these

assumptions, in order to place our work into a wider context. We save detailed discussion

of the limitations and extensions of this work for Sect. 8.3, and future work for Sect. 8.4.
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8.2.1 Use of RCE experiments

Using RCE simulations, where the radiation was represented by a prescribed cooling or

a relaxation to a reference state, allowed us to investigate the equilibrium response of

cloud fields and atmospheric states under a variety of different conditions. We made use

of this to see how certain properties of the atmosphere changed with different imposed

environmental wind profiles. By their nature, RCE simulations cannot provide information

about how these properties change with time in transient environmental conditions. They

can, however, be used to investigate timescales associated with the equilibrium state, such

as the mean convective cloud lifetimes produced in Chapters 4 and 5. Furthermore, this

type of simulation could be used to predict statistical properties of the fluctuations in

certain variables as a function of time, in a similar way to their use in predicting statistical

properties of fluctuations as a function of space, although this was not done in this thesis.

More generally, Type II simulations (simulations where a statistical equilibrium has been

reached between the forcing and the convective response; Sect. 2.2) can be used to investigate

how properties of cloud fields change with time, provided the forcing changes slowly enough

that the system can be considered to always be in equilibrium, although this was not done

here.

Interesting questions present themselves when the environmental conditions under

which CRM simulations are performed are no longer required to be steady. For example:

how long does it take for an organized system to develop? Starting from a disorganized

state, one could perform an experiment by then imposing a wind profile which would

induce organization, and measuring the degree of organization as a function of time. The

hypothesis would be that the organization would tend towards the equilibrium value for the

imposed wind, and the timescale of the transient change could be characterized. Ideas of

convective memory under changing atmospheric states were examined by e.g. Davies, Plant

and Derbyshire (2009). Answering questions such as this could provide information about

how quickly a CPS should modify its behaviour to represent the organization of convection.

Similarly, one could ask: how do transitions between RWPs affect the cloud field?

Experiments could be performed which started with one RWP and the associated equilibrium

state, then investigated the effect of transitioning to a different RWP. In answering this

question, information about the value of certain key variables as a function of position
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in “RWP space” could be obtained, allowing for a more general form of the interpolation

suggested in Diagnosis B (Sect. 7.2.2).

In our forcing experiments, we have only considered one prescribed cooling profile.

This is clearly a vast simplification of the range of forcing that can be experienced in the

atmosphere. Indeed, other studies using RCE CRMs have varied the forcing and diagnosed

changes in, for example, the mass flux response or the organization of the cloud fields

(e.g., Robe and Emanuel, 1996; Cohen and Craig, 2006). Doing so whilst varying the

environmental shear conditions could allow for a fuller investigation of the parameter space

that controlled the organization of convection. Changing the strength of the forcing could

well have an effect on convective memory as well. Designing experiments that combined

these aspects could be an interesting way of extending this work.

8.2.2 Consideration of other types of organization

We have restricted this thesis to considering only shear-induced organization of convection,

for the reason that the connection between shear and organization is well founded and

robust. Doing so meant we could have confidence that we could represent this form of

organization in CRM experiments. It also provides a clear causal relationship between the

sheared environment and the state of convection in a grid-column, which can be used to

develop modifications to CPSs. However, it is far from the only way that convection can

organize itself. For example, many MCSs do not show classic linear organization, and are

better characterized by the large stratiform component in which the convection is embedded

(e.g., Houze Jr., 2004). They almost always exhibit a mid-level inflow, which is related

to the environmental wind profile (Houze Jr., 2004). The environmental thermodynamic

conditions could have been an important factor in their formation, and radiative effects

might have affected their development (Houze Jr., 2018). Over land, surface heterogeneity

and orography might have been important in their formation (Fritsch and Forbes, 2001).

Therefore, the environmental wind conditions may only have been one factor that was

important for the formation of these MCSs, and so we may only hope to represent a subset

of them with our methodology.

Different large-scale phenomena can be linked to the formation and propagation of MCSs,

such as gravity waves, Kelvin waves, the Madden-Julian Oscillation (MJO), baroclinic
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waves and low-level jets (Houze Jr., 2018). These may be associated with wind shear.

Evidently, some of these phenomena exist on scale far larger than the grid-scale of climate

models (for example, the MJO), and some may have complex interactions with scales that

are smaller than the grid-scale (for example, low-level jets). In the case of low-level jets,

the thermodynamic property of the jet is of primary importance, with high θe jets being

strongly linked to organization of convection (e.g., Fritsch and Forbes, 2001). Low-level

jets imply that there is low-level shear, however thermodynamic properties of the jet may

be more important for the development of organization in certain cases.

Representing shear-induced organization of convection may be important for representing

larger-scale phenomena in climate models. For example Moncrieff, Liu and Bogenschutz

(2017) showed that a form of MCS parametrization improved the MJO and large-scale

waves. This indicates that there is almost always a two-way relationship between the

drivers of MCSs and the MCSs influence on the larger-scale environment. Developing a

parametrization of MCSs should therefore be an iterative process, first including the effects

of MCSs on the larger scales in a physically-consistent way, and then determining what

the upscale effects of these changes are on the climate model and how these affect the

distribution of MCSs.

Furthermore, there are many other types of organization of convection that we have

not considered. Although we have focused on the tropics, we have not considered tropical

cyclones. We note that shear is typically inimical to their formation, although when they

have formed there are often squall-line-like formations in their outer spiral bands, where

shear is certainly important (e.g., Robe and Emanuel, 2001). We mentioned self-aggregation

in Sect. 2.2.2. This is a mode of organization that is often seen in numerical simulations

(Wing et al., 2017), but observational evidence for it is less well established (Holloway et al.,

2017). Whether it should be parametrized, and how this might interact with our proposed

parametrizations of shear-induced organization, is beyond the scope of this study.

8.2.3 Length scales of organization

We have restricted our analysis to considering one horizontal length scale, which we took

to be bigger than the length scale of the organized system that we wished to parametrize.

That is, we assumed that the organized system would be subgrid, and we would not
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have to concern ourselves with the possibility that it could be of the same size or larger

than a given grid-column. We have thus made use of the scale separation principle (Sect.

2.3.1.3), whereby the scale of the phenomenon that we wish to represent is smaller than the

grid-length of the climate model.

Interesting issues arise when this restriction is not made. Consider a grid-length of

30 km. From the results of Moncrieff and Liu (2006), this will not be able to represent an

MCS adequately. However, MCSs should be active at these scales, as they are typically

defined as having horizontal extents of 100 km, or three times the grid-length of these

models. Therefore, to represent an MCS at this resolution, it would be necessary for the

parametrization to do one of two things. First, it could ensure a certain degree of spatial

coherence, by affecting more than just one grid-column. This would be related to the idea

of a transilient matrix in turbulence parametrization, where spatial coherency is enforced by

non-local changes (Stull, 1988), although these are typically used to represent non-locality

in the vertical direction. Second, the parametrization could be developed so that the

spatial coherence arose naturally out of the interactions between grid-columns. This has

the advantage that it could be a local scheme, which is how most operational CPSs are

formulated1. However, it is not necessarily easy to develop such a scheme, and guiding

principles for how to do so are not well-established.

It is insightful to consider the mechanisms that link low-level shear to organization

(Sects. 2.1.1 and 2.1.2), particularly that of Rotunno, Klemp and Weisman (1988). Here,

the interaction between the convectively driven cold pools and the low-level shear is key.

If we wish to represent this explicitly, then the model should be able to at least represent

some of the clouds’ internal dynamics and interactions, as well as cold pools. However,

the upscale effect of this can be to produce organized systems on the order of 100 km in

length. Thus, representing this mesoscale organization could suffer from the problem of

the convective grey-zone (Sect. 2.3.1.3). Parametrizing organization may therefore still

be required at grid-lengths which are much smaller than the nominal size of an organized

system such as an MCS. This is in accordance with Moncrieff and Liu (2006), who found

that at 10 km grid-length, organized systems were partially represented but with reduced

amplitude.
1The scheme of Plant and Craig (2008) includes non-locality in its closure, as it is calculated over an

area which is larger than an individual grid-column.
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8.3 Limitations and extensions of current work

Along with the choices we made to restrict the scope of this thesis that we described in the

previous sections, there are also some limitations of the current work. These are particular

aspects of the experimental design or analysis that we recognize as being amenable to

improvement. Extensions to address these limitations are also discussed.

8.3.1 Generation of RWPs

When generating the RWPs in Chapter 3, we made several choices about how to implement

the analysis. Some of these were driven by practical considerations, such as how many

clusters to use, and others by physical arguments, such as how to filter the profiles. The

choice of using 10 clusters was made so that we could analyse the spatial and temporal

distribution of each of the RWPs. We were also mindful of the constraint that we would

run idealized RCE experiments with each of the RWPs, and so not using too many was

advantageous in terms of conducting the experiments of Chapter 5. There is a trade-off

here: more RWPs leads to more faithful representation of all of the wind profiles that the

RWP represents, however analysis of all the RWPs becomes harder and more experiments

must be run if their convective responses are to be analysed. If we had used more clusters,

we might have been able to match more RWPs with wind profiles from the literature on

squall lines.

The comparison of the spatial and temporal distributions of the RWPs with other

climatologies of MCSs was only performed by eye. This is subject to interpretation and,

although we went to lengths to do this objectively, this could be a source of bias. Performing

this with an automated procedure would be beneficial as it would be more easily repeatable,

and less subjective. Furthermore, if the same analysis were to be performed on a reanalysis

dataset, having an automated procedure for comparison with climatologies of MCSs would

be invaluable.

We only performed our analysis at one resolution of climate model. Changing this

would have provided information about how the RWPs changed as a function of resolution,

which might be important when considering the behaviour of a parametrization scheme of
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shear-induced organization at different resolutions (Sect. 8.2.3).

We chose our RWPs based on their low- and mid-level shear and CAPE, on the basis

that these were likely to be associated with the organization of convection. We showed that

there was evidence to suggest that the RWPs were associated with organization. However,

it is probable that there are wind profiles and atmospheric states that we did not consider

that were also associated with the organization of convection. Performing the analysis

by diagnosing organization first, and then looking at wind profiles conditional on where

there was organization, would be an interesting way of quantifying what type wind profiles

were in this category. However, this would require that the General Circulation Model

(GCM) simulations could explicitly represent organized convection. Very high-resolution,

convection permitting GCMs may be able to meet this requirement, although the use of

such models is still in its infancy (Stephan et al., 2019; Stevens et al., 2019).

In addition to the above, we have already suggested certain ways in which the work of

Chapter 3 could be extended (Sect. 3.4.5); we will not repeat these here.

8.3.2 CRM experimental design

We have already discussed the choice to limit our CRM experiments to RCE simulations, and

the reasons for this. There were some other aspects of the CRM experiments which could be

refined. In Chapter 4, the experiments were performed by varying shear and surface wind

independently in the reference wind profiles used for relaxation of the wind field. However,

due to momentum transport and surface drag, experiments with zero surface wind in their

reference profile do not necessarily have zero surface wind in their simulated atmosphere

(Fig. 4.3). Likewise, simulations performed with relaxation back to a certain amount of

low-level shear did not necessarily have that much low-level shear in their atmospheres.

In some cases, this made the analysis more difficult. For example, when analysing the

thermodynamic state of these simulations, the roles of environmental shear and the surface

wind were harder to distinguish. However, as we noted, the experiments retained the

correct ordering of profiles with respect to these two variables – the W0 experiments always

had lower surface wind and the S0 experiments always had lower low-level shear than

their counterparts. Therefore, although the results may have been impacted by this in a

quantitative sense, the qualitative findings are unlikely to have been affected.
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From the climatology of shear, we noted that most profiles exhibited a split between

land and sea. However, all of our experiments were performed over an idealized body of

water. We did not carry out experiments over an idealized land surface. We note that

equilibrium simulations over land are not performed as often. The interaction between the

land surface and the atmosphere exhibits greater temporal variance than the interaction

between the sea and the atmosphere. For example, the diurnal cycle is far stronger over

land. Additionally, the sea is effectively an infinite reservoir of surface enthalpy fluxes;

we assume that it does not cool as surface fluxes take energy away from it. The same is

not true of the land, for which the surface layers can both cool and lose moisture. The

usefulness of running equilibrium simulations over land is therefore less obvious, and it may

be necessary to revisit the equilibrium assumptions we have made here. Note, this has

similarities to the well known difficulties of representing diurnal convection over land with

equilibrium CPSs (e.g., Betts and Jakob, 2002).

We only performed simulations on an f -plane of zero, that is, on an idealized rep-

resentation of the equator. The Coriolis force was therefore neglected. Adding this in

would have complicated the simulations, but could have allowed for the simulations of the

development of organized convection where the Coriolis force was important. For example,

squall lines often develop into Mesoscale Convective Vortices (MCVs; Houze Jr., 2018)

later in their lifetimes when the Coriolis force is important. Further from the equator, this

could be an important mechanism by which the organization of convection feeds back onto

the larger-scale environment, causing subsequent atmospheric phenomena such as tropical

cyclones. However, investigating this mechanism was beyond the scope of this thesis.

We have taken the high-resolution CRM simulations as being an accurate representation

of cloud fields from which physically-meaningful information can be obtained. We did

not investigate the resolution sensitivity of the CRMs. Doing so would have provided

important insights into how important the resolution was for determining the overall

convective response. Investigating the representation of organized cloud systems as a

function of resolution could be used to determine how well the mechanisms which give rise

to organization are being modelled in the idealized experiments.

It would have been interesting to perform RCE CRM simulations with interactive

radiation. These would have operated under a different set of constraints to the ones
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performed in this thesis. Diagnosis of aspects of the convective response such as the heating

and moistening tendencies would have been possible, and interaction between the radiation

and the convection could have been investigated. However, it would have been harder, or

maybe impossible, to design experiments that did not produce self-aggregation (Sect. 2.2.2),

when no wind shear was applied. The comparison of these experiments would therefore

have to take into account more mechanisms for the production of convective organization.

This would have complicated the experimental design, and made it harder to isolate the

effect of shear on the cloud field and atmospheric state.

8.3.3 CRM analysis

There were further analyses that we could have performed on the CRM experiments which

would have yielded useful information. The measure of organization that we used, the

Radial Density Function (RDF), does not provide information about the spatial orientation

of the organization. Other measures, such as the wavelet-based approach described in Brune,

Kapp and Friederichs (2018), can be used to extract information about the orientation of

linear features as well as the scales over which they are active. This could have been a

useful tool to extend our current analysis, as it would have made it possible to determine

the relationship between the degree of linearity of the organization and the low-level shear.

We did not look at the relationship between organization and bulk entrainment, as

measured by Swann (e.g., 2001) and Stirling and Stratton (2012). Performing this analysis

would have added evidence that supported the modification M2, in which the subgrid

organization is linked to the amount of entrainment in a CPS.

Convective Momentum Transport (CMT) has been shown to be related to the degree

of organization in the cloud field, with more organized cloud fields being associated with

countergradient momentum transports (Sect. 2.3.8). Investigating the CMT as a function

of organization in idealized RCE experiments would have been an interesting analysis to

perform, as the countergradient nature could have been tested and the results used to

validate the design of CPSs such as the scheme of Moncrieff, Liu and Bogenschutz (2017).
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8.4 Future work

Further to the extensions discussed in the previous section, there is some future work which

would be a natural continuation of the work in this thesis. We have produced a family

of designs that could be used to make a CPS shear-aware. The implementation of one of

these designs, and the analysis of its behaviour in a climate model as suggested in Chapter

7, is the obvious logical continuation. In the previous chapter, we were cautious about

suggesting a preferred concrete implementation. Here we will be less circumspect. We will

suggest three combinations of diagnosis and modification that we think would be good

places to start in representing shear-induced organization in a CPS, noting their strengths

and weaknesses. We will also consider the practicalities of these changes, including how

easy they would be to implement and whether there are versions of the unmodified schemes

that are already implemented in climate models.

The first would be to modify the scheme of Moncrieff, Liu and Bogenschutz (2017),

described in Sect. 2.3.4.3, by making the two parameters which control the strength of the

effect of the mesoscale circulation dependent on the low-level shear. This would be done by

building on the result that the subgrid organization is a function of low-level shear. It is

also consistent with the remarks in that study which suggest that the parameters should

be a function of the low-level shear. Their scheme is extremely simple – it adds a heating

and momentum transport tendency due to the mesoscale circulation to the ones produced

by the CPS – and so implementing this in any climate model would be straightforward.

However, its simplicity is slightly at odds with the results of Donner et al. (2001), who

showed that the effect of adding in a mesoscale contribution to the heating from the CPS

should be to decrease the response from the convective clouds, which is not modelled by

Moncrieff, Liu and Bogenschutz (2017). We tentatively suggest that this could be included

in such as scheme by taking into account the effect from the mesoscale circulation before

the closure for the CPS is calculated, although the details of how this could be done would

require careful attention. As noted in Sect. 7.5, this method should be computationally

inexpensive.

The second would be to make modifications to the scheme described in Willett and

Whitall (2017) (Sect. 2.3.5). This scheme is already implemented in the Met Office Unified
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Model (UM), therefore making changes would be relatively easy. The suggested changes

would be to add a source of the prognostic field which controls the entrainment, P , based

on the amount of low-level shear. Such a change would be justified by again relying on

the relationship between low-level shear and organization. We suggest performing three

experiments: a control with the original prognostic entrainment scheme only, a scheme

where low-level shear was the only source of P , and a scheme where low-level shear was an

additional source of P . These experiments would allow the role of shear, and its importance

in causing organization of convection in the tropics, to be assessed by investigating the

effects it had on the model using the analysis discussed in Sect. 7.4.3. If this approach

was taken, performing an analysis of the entrainment as a function of low-level shear and

organization in idealized RCE experiments (Sect. 8.3.3) would be informative, as it would

provide more evidence of the validity of such an approach. The computational cost of

making this scheme shear-aware is likely to be much smaller than the extra cost of adding

an additional prognostic field to the UM (Sect. 7.5).

The third would be to modify the cloud lifetime and mean mass flux per cloud parameters

in the scheme of Plant and Craig (2008) (Sect. 2.3.3), based on the values taken from a

diagnosis of which RWP would be active in a given grid-column. This scheme has been

implemented in a number of models, and thus modifying one of these would be feasible.

One of the goals of this scheme was to provide a degree of scale-awareness, and so if this

were of importance to the modeller, choosing this option would be sensible. Investigating

the scale-awareness and shear-awareness at the same time would be a daunting task, as

both of these are non-trivial problems. However, the benefits of having a scheme which

could represent some aspects of the upscale transport of energy in a scale-aware scheme

would be large. Also, by implementing the RWP-based diagnosis, useful information about

the activity of RWPs could be outputted by the model’s diagnostics. This would facilitate

a richer analysis of the climatology of the RWPs than was done in Chapter 3, such as

investigating their diurnal cycle. The computational cost would be roughly the same as

that of implementing the original scheme.
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8.5 Contributions of this thesis to the wider field

We have developed a general new method for producing a climatology of a variable in a

high-dimensional parameter space, and applied this to the output of wind profiles from a

climate model. We used the method to produce 10 RWPs, which provide a clear link between

the sheared environmental conditions in a climate model and RCE CRM experiments which

have been used to investigate the effects of shear on cloud field organization. We have

provided evidence that the RWPs are associated with the organization of convection.

We have performed a range of analyses on RCE experiments, in which the forcing is

in balance with the convective response. We have used these experiments to elucidate

the role of wind shear and surface fluxes on the simulated cloud fields and atmospheric

states. The analyses included a novel objective way of measuring cloud field organization

and a quantification of the lifetime of convective clouds and cloud groups as a function of

shear. We found that, in RCE experiments, the RWPs produced organized cloud fields.

We showed that, in an RCE framework, there are clear relationships between low-level

shear and cloud field organization, the mean mass flux per cloud, and mean cloud lifetimes.

There was a clear relationship between the surface wind and CAPE. Furthermore, we

produced a correlation matrix which showed the interdependence of many variables in an

RCE framework.

We performed a series of relaxation experiments, which showed that, in a relaxation

framework, shear acts to increase CAPE relative to a reference state created with no shear,

and vice versa. We found that when surface wind was lower, both high CAPE and a sheared

environment were responsible for causing the organization of convection, with a sheared

environment on its own leading to only a tendency to increase the CAPE.

The results from producing a climatology of shear and the RCE experiments have been

used to design a family of diagnoses and modifications that could be used to make a CPS

shear-aware – so that it could represent some aspects of shear-induced organization. These

were presented as specific modifications to existing CPSs, and could be implemented as

part of future work.

More broadly, we have produced a methodology that links diagnosis of states in climate

models to idealized RCE CRM experiments. The results of these experiments can be used
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to suggest changes to CPSs. This methodology could be applied to other relevant states of

the climate model, and idealized simulations then performed to tease out links that could

be relevant to the design of CPSs.

Our work is in line with efforts in the wider to community to improve CPSs, such as

the United Kingdom Met Office Parametrized Convection project (ParaCon; Stirling et al.,

2020), which aims to improve the representation of convection across model scales of 1 km

to 100 km. The project is intended to address the shortcomings of the mass-flux and quasi-

equilibrium paradigms (Sect. 2.3), which have been the dominant way of formulating CPSs

for the last 40 years. Specifically, our work adds to the efforts to improve the representation

of organized convection, which is inherently a multiscale phenomenon.

Finally, we can claim to have met our aim, as set out in Sect. 1.6. We have produced

a family of designs which could be used to represent shear-induced organization in CPSs.

The designs are reliant on the work done by many people who have studied the problem

of how to represent convection, and the organization of convection, in CPSs. They are

underpinned by the evidence produced in this thesis. We hope that they will be of use to

the wider community.
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Appendix A

Supplementary figures for Chapter 3

Some supplementary figures for Chapter 3 are presented below. A K-means clustering

algorithm was used to produce the Representative Wind Profiles (RWPs). In Fig. A.1, the

scores for this algorithm as a function of the number of clusters is shown. The distributions

of RWPs for each of the seasons DJF, MAM, JJA and SON are shown in Figs. A.2 – A.5.

These are figures which add some extra information to the line of reasoning in that chapter,

but are not vital to the main line of argument for the thesis.

Figure A.1: K-means scores produced with different numbers of clusters. The score is a

measure of the within-cluster variance, with a lower score indicating a higher variance. The

score improves as more clusters are used. Such a diagram is commonly called an ‘elbow

plot’. In this case no clear elbow, or kink in the curve, is seen. We therefore choose 10

clusters as a pragmatic choice to use to generate the RWPs.
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Figure A.2: Spatial distributions for each of the 10 RWPs, labelled C1 – C10, for DJF.

Similar to the right column in Fig. 3.5.
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Figure A.3: As A.2, but for MAM
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Figure A.4: As A.2, but for JJA
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Figure A.5: As A.2, but for SON



Appendix B

Moisture and energy conservation

schemes

The Unified Model (UM) uses a Semi-Implicit Semi-Lagrangian (SISL) dynamical core

(Staniforth and Côté, 1991). Here, we will describe the semi-Lagrangian aspect of it only,

as this is the part that is responsible for the scheme’s conservation properties. This works

by using the wind field to calculate the departure points at the previous timestep for each

of the grid-points in the model. In the case where there are no sources of a given tracer, q,

the value of q at a grid-point at the current timestep will be equal to the value of q at the

departure point at the previous timestep.

The departure points will not, in general, be grid-points. At a previous timestep,

the values of q will only be known at grid-points. To estimate q at departure points,

interpolation must be used. This will introduce some uncertainty in the values of q at

departure points, as different interpolation methods can be used. This has the consequence

that SISL schemes do not conserve tracers. The semi-Lagrangian formulation does, however,

allow for much larger timesteps to be used than would be possible without it. This is an

obviour benefit as less computation will be required to produce, for example, a numerical

weather prediction forecast or a simulation with a climate model.

It is possible to come up with hypothetical wind fields which will demonstrate this

non-conservation, such as the ‘eternal fountain’ configuration shown in Fig. B.1. For

simplicity, we depict the case where the values of wind and water vapour are stored at the
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centre of each grid-cell. That is, there is no staggering in the vertical or horizontal direction.

In the UM, an Arakawa C grid is used in the horizontal, and Charney-Phillips staggering is

used in the vertical. We will assume that there are no sources or sinks of water vapour.

In this configuration, the distribution of winds leads to a non-conservation of water

vapour, and any other property, such as energy, with a difference in values between grid-cells

(2,1) and (2, 2). In grid-cell (2,1), when the semi-Lagrangian back trajectories are calculated,

the departure point will be the same as the arrival point. This will mean that the value of

water vapour, or any other tracer, will not change in grid-cell (2,1). However, grid-cell (2,2)

will calculate its departure point as lying in between itself and grid-cell (2,1). Therefore,

it will interpolate between the values of water vapour to find out what value it will have

at the next time step. If the value of water vapour in (2,2) is not the same as the value

in (2,1), this will lead to a change in water vapour in (2,2). This is not balanced by any

other local fluxes, and therefore represents creation of water vapour, which demonstrates

the non-conservative property of the SISL scheme.

1,1 2,1 3,1

1,2 2,2 3,2

q=12 g kg-1

q=10 g kg-1

Figure B.1: 2D grid showing hypothetical wind distribution that would lead to non-

conservation of water vapour. Values of water vapour are shown in the centre two grid-cells.

Wind vectors are shown, where a circle denotes no wind in a given grid-cell.

The idea behind the moisture conservation scheme is to record the total water content

at the start and end of the timestep, as well as any fluxes of water into or out of the

atmosphere. By comparing these, it is possible to work out the surplus – the magnitude

of the non-conservation. This can then be used to alter the amount of water vapour in

some number of grid-cells by exploiting the fact that there is uncertainty in the amount

of water vapour in the grid-cell from the interpolation used in the semi-Lagrangian part
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of the advection scheme. This is done by using two different interpolation methods to

provide bounds on the uncertainty. In Priestley (1993), they use a linear interpolation and

a cubic-spline interpolation method to provide these bounds. The higher-order cubic-spline

interpolation is taken as the preferred solution, and thus a value as close to this as possible

is optimal. The surplus of water vapour can then be removed by suitable adjustments

by an iterative algorithm (their Steps 1 – 6), within the bounds provided by the different

interpolation methods and producing a value in each grid-cell which is as close as possible

to the cubic-spline interpolated value. By doing this, global conservation of water vapour

can be ensured in many cases. A similar process can be carried out for energy.
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Interpolation in ‘RWP space’

The Representative Wind Profiles (RWPs; Chapter 3) can be thought of as 10 coordinates

in a vector space with 7 dimensions – the number of Principal Components (PCs) used

in the Principal Component Analysis (PCA) step (Sect. 3.2.5). That is, there are 10

coordinates represented by vectors, Ci, where i ∈ {1, . . . , 10}, and each is in R7. Each

RWP is associated with a value for certain parameters. For example, each RWP has a

convective cloud lifetime timescale associated with it. This can be represented by: Fτc(Ci).

This function is only defined at the 10 coordinates, Ci. The task is to come up with a

definition of Fτc(x) at all points in R7.

Each wind profile in the climate model can be projected into the PCA vector space,

using the operation MPCA(W) = WPCA, which is in R7.

Diagnosis A: using nearest RWP

Diagnosis A (Sect. 7.2.1) works by calculating the nearest RWP to any wind profile:

fnear(WPCA) = Fτc(Cnearest) for any wind profile, W. This is illustrated in 2D in Fig. C.1.

This is equivalent to forming a Voronoi diagram in 2D here (or in R7 for the full problem).
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Figure C.1: Diagnosis A. Using nearest RWP. Axes are normalized PCs – PC1 and PC2.

Seven RWPs are shown as blue dots. The area surrounding each RWP represents the wind

profiles that would take the value of the contained RWP.

Diagnosis B: using interpolation between RWPs

The idea is to use the values of τc at the RWPs’ locations to interpolate over the whole of

R7. The problem here arises because of the fact that not all wind profiles will lie in the

convex hull formed by the RWPs. Why this is a problem can be illustrated in 2D, as in

Fig. C.2, left. Here, the function finterp(WPCA) is defined over space, so long as it lies in

the convex hull defined by the RWPs. However, defining the function outside of the hull is

more difficult. One possibility would be to use the fnear outside of the hull, which leads to

discontinuities at the boundary (Fig. C.2, right). This is what is done in Diagnosis B (Sect.

7.2.2).
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Figure C.2: Diagnosis B. As Fig. C.1. Using linear interpolation only (left), and using

combined linear interpolation and nearest neighbour outside convex hull (right). Seven

RWPs shown as blue dots, values show interpolated value at each point.
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Technical details of experiments

Unified model suites

These URLs require United Kingdom Met Office accounts to access.

• Suite used for all global climate model simulations in Chapter 3:

– https://code.metoffice.gov.uk/trac/roses-u/browser/a/u/1/9/7/trunk

• Suite used for all high-resolution simulations in Chapters 4, 5 and 6:

– https://code.metoffice.gov.uk/trac/roses-u/browser/b/e/5/3/0/trunk

Analysis code

• Software tool for organizing analysis of experiments of Unified Model simulations:

– https://github.com/markmuetz/omnium

• Analyses used in Chapter 3:

– https://github.com/markmuetz/cosar_analysis

• Analyses used in Chapters 4, 5 and 6:

– https://github.com/markmuetz/scaffold_analysis

– https://github.com/markmuetz/cloud_tracking
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