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Perturbation growth at the convective scale for CSIP 10P18

G. Leoncint, R. S. Plant, S. L. Gray and P. A. Clark

Department of Meteorology, University of Reading, Readiit§

Abstract: The Met Office Unified Model is run for a case observed duringneive Observation Period 18 (IOP18) of the
Convective Storms Initiation Project (CSIP). The aims arédentify the physical processes that lead to perturbagiavth at
the convective scale in response to model-state pertorisasind to determine their sensitivity to the character efirturbations.
The case is strongly upper-level forced but with detaileg@seale/convective-scale evolution that is dependentratler-scale
processes. Potential temperature is perturbed withinabadary layer. The effects on perturbation growth of bo#éeinplitude and
typical scalelength of the perturbations are investigatedi perturbations are applied either sequentially (evemn. throughout
the simulation) or at specific times.

The direct effects (within one timestep) of the perturlbradi@re to generate propagating Lamb and acoustic waves addger
generally small changes in cloud parameters and conveattability. In exceptional cases a perturbation at a digegridpoint
leads to switching of the diagnosed boundary-layer typasmomtinuous changes in convective instability, throughdeneration
or removal of a lid. The indirect effects (during the entirawslation) are changes in the intensity and location of ipitation and
in the cloud size distribution. Qualitatively differenthmeriour is found for strong (1 K amplitude) and weak (0.01 Kpéitnde)
perturbations, with faster growth after sunrise found dolythe weaker perturbations. However, the overall pedtion growth
(as measured by the root-mean-square error of accumulatetbipation) reaches similar values at saturation, riigas of the

perturbation characterisation. Copyrigbt2009 Royal Meteorological Society
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1 Introduction Collier (2006).

Increased computational power has recently made

Severe rainfall from convective events is the leading cause . - . .
numerical weather prediction possible over large domains

of floods and flash floods over the summer months in . _ .
with grid spacings that allow convection to be, at least par-

the UK (H t al, 2004). The high ietal i t
e UK (Handet al, 2004) © figh societa Impactially, resolved. For example, the Met Office, at the time

of such floods means that accurate forecasting of seve]{e . . . .
of writing, runs operationally at 4 km grid spacing over

convective events could greatly improve flood forecastirgﬁe entire UK and is trialling a 1.5km grid spacing, on

and specifically flash-flood forecasting, as highlighted I:i)aysimilar domain. Also, the National Center for Environ-

*Correspondence to: G. Leoncini, Department of Meteorglagyi- Mental Prediction has been running the WRF-ARW model

versity of Reading, PO Box 243, Reading, Berkshire, RG6 6BR, ) ) )
E-mail: g.leoncini@reading.ac.uk at 4km since 2003 (e.g. Weisman al, 2008). While
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such grid spacings are napsaifteigricigrmasoiadiroidigrifizaotbowehes deteperturbations, derived from the Bifge 2 of 27

vidual convective elements properly (e.g. Bryanal, ference between a previous forecast and verifying analy-
2003) such ‘convection permitting’ simulations are gesis, were scaled based on their amplitude, rather than by
erally able to describe convective phenomena more raading the age of the forecast that generated them. More-
istically than simulations with-10 km grid spacing (e.g. over, they point out that although the radar reflectivity pat
Weismaret al, 2008). terns had greater spatial fidelity for the ensemble members
with 3km grid spacing, conventional skill scores (root
The predictability of the atmosphere at the convemean square error, Brier score etc) do not always reflect
tive scale is different from that at the synoptic scalguch improvements. Leaet al. (2008) also found that
error growth rates are around 10 times larger and thienulations with 1 and 4 km grid spacings often give more
tangent linear approximation breaks down within a cotealistic-looking precipitation fields (compared to those
ple of hours (Hohenegger and Schar, 2007a). This rafidm simulations with 12km grid spacing) and showed
loss of linearity implies a fundamental qualitative diffethat a scale-selective precipitation verification techeiq
ence between convective-scale and synoptic-scale faren be used to demonstrate the improved performance.
casting. Poor convective-scale predictability is mostliik
due to the significant nonlinearities of the atmosphere Other studies (e.g. Zhareg al, 2003; Walseet al,,
at smaller scales: microphysics, turbulence, radiatid@04; Hoheneggest al, 2008a,b) have shown that ensem-
and flow dynamics are strongly coupled and can acthtes of convection-permitting simulations generated by
amplify both model and observation uncertainties. Thierturbing the initial conditions or varying the lateral
makes ensemble prediction systems particularly valuabundary conditions (LBCs) can be used to investigate
because they provide a measure of confidence in the predictability of specific events. Gebhagtitil. (2009)
forecast, but at the same time it renders the large-sc@e the COSMO-DE model with 2.8 km grid spacing
methodologies for perturbation generation less likely using different LBCs and varying parameters for a few
be effective (Hohenegger and Schar, 2007a). physics schemes. Their results show how the different
physics determines the spread for the first few hours,
Despite these difficulties the research into ensembibile the LBCs become more important later. Hoheneg-
prediction systems at the convective scale is a develger and Schar (2007b) determined that fast, domain-wide
ing field, and Konget al. (2006, 2007) described a firsperturbation growth in their simulations occurred due to
attempt to design an ensemble prediction system for a fille propagation both of small amplitude, fast acoustic
physics numerical model using operational initial convaves (and/or numerical noise) and of large amplitude,
ditions. Specifically they tested different methodologistower gravity waves. This then leads to triggering and/or
over three nested grids with 24, 6 and 3 km grid spaciregror growth in regions of moist convective instability.
applying the scaled lagged average forecasting technigine following conclusions emerge from the cited studies
(Ebisuzaki and Kalnay, 1991) to a tornadic storm. The¢gll of which directly or indirectly address the feasibil-
found that the associated perturbations grew too slovitly of ensemble prediction systems at convective scales):

and produced little spread. However, the spread improwadmoist convection and nonlinearities in general strongly
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order of an hour, b) the presence of moist convection alame Southern England, and an overview of all 18 Intensive
does not necessarily imply low predictability because of@bserving Periods (IOPs) can be found in Browning and
strong dependence upon the weather regime and, ¢) madeicrette (2006). IOP 18, which occurred on 25 August
and LBC uncertainties also affect predictability; mod@005, was chosen for this study because the convection
uncertainties seem to dominate for the first few hours awds primarily forced by a large-scale upper level trough
LBC uncertainties after that. (suggesting predictability in the synoptic-scale forécas
There are two goals of this study: first, to investigatait the evolution of the intense convective storms was
the use of a simple technique for perturbing the mod#tpendent on secondary convective initiation driven by
state (perturbations of potential temperature) and secanternal dynamics arising from cold downdraughts (sug-
to determine the cause, or causes, of the resulting mggsting that the details of the convective evolution will be
turbation growth at the convective scale for a convectigensitive to model state perturbations).
event over the United Kingdom. The tefiperturbation The main features of the synoptic scale weather
growth” here indicates the divergence of the ensemliter that day were well forecast (Clark and Lean, 2006)
members from the control run as a result of perturbatiomsid are the cold front over the western edge of the
rather than the divergence from observations for whi&uropean continent and the centre of the associated low
the term*“error growth” would be more appropriate. Apressure system to the north of the British Isles yielding
verification against observations for several cases wouldsterly flow over the UK. Southern England lay below a
be necessary to test the effectiveness of the techniquetfopopause fold running roughly along the southern coast
numerical weather prediction purposes and is outside tifeEngland. This led to widespread scattered convection
scope of this study. not only over land but also over the surrounding seas.
The paper is structured as follows. The main featurAssquall line developed from a line of showers at 1015
of the convective event, the model used and the conttbTC and formed a distinct arc by 1130 UTC; precursor
run are presented in Section 2. The perturbation strategyls formed at about 0815 UTC near the Bristol Channel.
and characteristics are described in detail in Section 3 drfte squall line travelled East South-East to reach the
a description of the diagnostics used is given in Sectionast Coast of Southern England at about 1400 UTC. A
Results are presented in Sections 5 and 6 and a sumntiagiar analysis of the rain rates at 1000 UTC is shown
and conclusions are provided in Section 7. in Figure 5(d). A more comprehensive description of
the synoptic and mesoscale observations can be found
2 Case Overview in Browning and Morcrette (2006) and in Clark et al.
(submitted); the latter also includes a detailed analysis o

2.1 The case )
the squall line.

The Convective Storm Initiation Project (CSIP Browning
et al, 2007) was carried out during June-August 20082 Model and model set up
The objective was to improve understanding of the medVersion 6.1 of the Met Office Unified Model (MetUM)

anisms that determine precisely when and where demegs used in this study. The model solves non-hydrostatic,
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deep-atmosphere dynamiCriaisisity dosenzitiofpieiR spandfetebhsloeewiestioitgcheme of Gregory and Rowmsge 4 of 27
Lagrangian numerical scheme (Daviets al, 2005). (1990) is used for both the 12 and 4 km grid-spacing sim-
The horizontal grid is rotated in latitude/longitude withilations, but with a modification developed by Roberts
Arakawa C staggering. The vertical grid is terrain follow2003) applied at the higher resolution. The Gregory and
ing with a hybrid-height vertical coordinate and CharnefRowntree (1990) scheme has a trigger dependent on the
Phillips staggering. For this study, the model is run with 38itial parcel buoyancy and a mass-flux determined by a
vertical levels and a horizontal grid spacing of 4 km onspecified timescale for adjustment of Convective Avail-
way nested within a domain with 12 km grid spacing. Treble Potential Energy (CAPE), typically 30 minutes. The
model is currently run operationally at these resolutioRoberts (2003) modification avoids the accumulation of
(albeit over a larger domain than that used here). The 4 kigh values of CAPE at the gridscale (which can lead to
grid spacing domain is centred over the UK, has:2880 unphysical “gridpoint storms”) by specifying the CAPE
grid-points and is the focus of this study. adjustment timescale as an increasing function of the

~ CAPE. This allows the model to resolve explicitly most
The results presented here are based on a slightly
_ Y 4 of the deep convection, with the parameterisation scheme
cropped domain (as shown in Figure 5 for example),
) ) ] : dealing mainly with shallow convection. This modifica-
which has been stripped of 25 grid points on each side
) ) ] ] tion was specifically designed for the 4 km grid-spacing
in order to avoid any spin-up effects associated with

. configuration of the MetUM and has proved reasonably
the forced lateral boundaries. The LBCs for the 4km

) ) ] ) ) _successful (Leart al, 2005; Roberts and Lean, 2008).
simulations were provided by a 12 km simulation which

in turn used LBCs from the operational global model. The ) o
Seven types of boundary layers are identified in the

4 and 12 km limited area simulations were started at 0100 o
boundary layer parameterisation scheme: stable, stratocu

UTC on 25 August 2005. The 0100 UTC initial conditions _
mulus over stable, well mixed, decoupled stratocumulus

were obtained from the operational global simulation and
over cumulus, decoupled stratocumulus not over cumu-

thus incorporated the operational data assimilation that .
lus, cumulus capped and shear driven boundary layer. The

was completed prior to this time. No additional data _ _
first six of these are described by Loekal. (2000) with

assimilation was performed for the 4km simulations or _ _ -
the shear-driven type being a more recent addition. The

during the 12 km forecast and therefore the runs here were o ] ) )
categorisation of each grid column is based on the adi-

started at 0100 UTC (rather than at a later time) in order o
abatic ascent of a parcel (rising from 10 m above the

to allow the spin-up stage of the evolution to be completed ) )
ground) and on its descent from cloud top. To avoid over-

before sunrise (which occurred at 0500 UTC).
sensitivity to grid-level noise, a constant 0.4 K is added to
The MetUM has a comprehensive set of parameténe temperature in addition to a locally derived buoyancy-
isations, including a surface layer scheme (Esstrgl, and stability-dependent perturbation before calculating
2001), radiation scheme (Edwards and Slingo, 1996) ahé parcel ascent. The boundary layer type affects the
mixed-phase cloud microphysics scheme (Wilson andlls made to other parameterisations (e.g. entrainment
Ballard, 1999). The convection and boundary layer paraard convection) as well as the calculation of turbulent vis-

eterisations are key to this study and so briefly describeakity coefficients for boundary-layer mixing.
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. . The domain-averaged hourly accumulation for
The control 4 km grid-spacing run performed here cap- g y

. C“rainy” grid-points in the control simulation is shown in
tures all of the main features of the IOP, but the location y gna-p

Figure 1, together with the number of such points. Rain
and timing of specific features may differ slightly from g g P y

. . . points are here defined to be those with an hourly accumu-
the observations. In our control run the squall line Ol’lgllo-

. lation of at leastt mm. The averaged accumulation peaks
nated from a cluster of showers that first formed arounc} g P

at 0700 UTC whereas the number of rainy grid-points
0630 UTC over the Bristol Channel and then movec] y grid-p

. . . . . ) peaks later at 1300 UTC. This indicates a transition from
inland, intensifying at the right time and location. By

. . . intense and localised precipitation to weaker but more-
1030 UTC our simulation had a line of showers that d|8 precip

. widely distributed precipitation. During the late afteamo
not extend far enough to the south (as in Clark and Lean, y precip 9

and early evening the decrease both in the number of rain
2006), and which propagated more quickly than observed. y g y

. . 3 . p?ints and in the averaged accumulation is associated with
More generally, in comparison with radar observations o

. : a reduction in CAPE throughout the domain. It is impor-
rain rates, convective features that encompassed at least a

. . Y . tant to note that the convective parameterisation is respon
few grid points were broadly consistent with the observa-

. . . sible for less than 1% of the precipitation accumulated
tions, both spatially and temporally (e.g. Figure 5). As the

. . A .. throughout the simulation. This suggests that a similar
typical horizontal extent of the storms diminished in the d 99

study at higher resolution will not have qualitatively dif-
later part of the afternoon the MetUM tended to under- y d d y

. . . . . ferent sensitivities. It also suggests that the resultsveho
estimate both the size and intensity of particular features

L . ... in this study may be relatively model independent, pro-
but the total precipitation rates remained very realigtat ( y may y P P

vided that the convection scheme is appropriately tuned to
shown). pprop y

the resolution.
The evolution of CAPE, rainfall and boundary-layer

types during the day are now presented; these are alen, - 6000
used as diagnostics for the perturbation experiments.

this paper values quoted for CAPE are obtained frc

w
T

4000

the integrated parcel buoyancy between the first mou

level 20 m above ground) and the (first) level of neutre

-2000

Number of Rainy Grid Points

buoyancy (LNB). Thus, they include the area of low-lyin

Average Hourly Accumulation [mm]

negative parcel buoyancy: i.e., the Convective INhibitic

(CIN). The domain-averaged CAPE increases through' s+ 15 5 = 23

10 12 14 16 18
Time UTC

simulations to a peak of around 270 Jkgetween 1100
Figure 1. Number of grid points with an hourly accumulatidn o

and 1300 UTC. While this average value is moderat,least1 mm (dashed line, right-hand axis) and the domain-
averaged hourly precipitation accumulation (solid lineft-hand
maximum values can reach 1400 Jkig small areas closeaxis, between the time shown and the following hour) fromhsuc
points. The total number of grid points analysed is 73780.
to the western coasts of the British Isles. Values of CIN are

usually small, with a maximum domain-average during

the day of 12 Jkg, although occasionally over small areas  Figure 2 shows the evolution of the boundary layer

Copyright(© 2009 Royal Meteorological Society Q. J. R. Meteorol. So€0: 1-27 (2009)
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701

ary layer types are cumulus-capped, stable, and wi

=}
=}
T

mixed. Their evolution is characterised by two trans

o
=)
T

tion periods. The first transition occurs between 0600 a

0730 UTC in response to the increasing short-wave ra

Percentage of Domain Coverage
w £
o o
T

ation after sunrise (which occured at 0500 UTC). Durir

this first transition there is also a marked increase int

number of rainy grid points (Figure 1). It is marked by % 2 4 s s T I

strong decrease in the number of grid points with stalfigyre 2. The percentage of the domain covered by the various

. boundary layer types: cumulus-capped (thin continuow listable
boundary layers and the development of more points W{fﬁick continuous line), well-mixed (thick dashed lind)ear-driven

cumulus-capped states. The second transition reverse tﬂipn line with squares) and the sum of the three layer-citypts
PP ) 5 ﬁocumulus-over-stable, decoupled stratocumuldsianoupled

changes seen in the first, and occurs between 1700 and stratocumulus-over-cumulus; thick line with squares).

1830 UTC in the response to the diminishing short-wave

radiation before sunset (which occurred at 1900 UTGy, the boundary layer rather than observation erpes

The number of grid-points classified as shear driven peakSwhich are very often of the order of a few tenths of
during both transitions, so that this type is manifest gsdegree). The former can be regarded as a measure of
an intermediate state. In between the transitional pafie variability on scales significantly smaller than those

ods, the percentage of cumulus-capped points exhibitgfacted by the analysis system, typically 80 km.

broad peak between 0900 and 1200 UTC, followed by
A number of uncertainties can be classified as ‘model

a steady decrease thereafter. This is compensated for by

error’; turbulence parameterisations (e.g. boundargday
slow increases in the proportions of the other boundary

or convective cloud) are designed to predict the equilib-
layer types. Of particular note is the increase in the pro-

rium response of the parameterised process to a given
portion of stable boundary layers, which is attributable to

model state; parameterisations are not perfect and the
the formation of cold pools.

error is difficult to quantify. A related error, however, may

be classed as ‘sampling error’. Even a system in equilib-

3 Perturbation strat
o rium has high frequency variability; if we choose to study

3.1 Overview the system with averaging time less than that required to

o ) ) average this out, then we will see such variability. Further
Uncertainty in model evolution can arise from numerous

. ) o more, if we are forced to do this because other processes
sources. Analysis uncertainty is inevitable and can, in

L _ i ) make the system state vary more rapidly than this time
principle in a variational system, be characterised in gearm

) ) _then parameterisation is not strictly valid but it may be
of the background and observation analysis covariance

. ) ) reasonable to assume that the error is similar to the related
structures. In practice, however, errors in a given event

_ - ) sampling error in an equilibrium system.
may deviate from these statistical expectations. Analysis
temperature uncertainties of ordeék are common; this is If the parametrized system can be characterised

probably dominated by observation representativity errpproximately as the random superposition of a number

Copyright(© 2009 Royal Meteorological Society Q. J. R. Meteorol. So€0: 1-27 (2009)
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teristic time scale, and our ‘sampling time’ (i.e. the timelt is also reasonable to suppose that the horizontal covari-
over which the mean state varies significantly comparadce scale is related to (and larger than) the boundary-
with the parametrized response)iisthen we can expectlayer depth, i.e. a few km. Given these rough estimates,
the relative error (i.e. the standard deviation divided lye have chosen to test the response of the model to precise
the mean) in the parameterisation to be of orgér/T choices of amplitude and spatial scale (Section 3.2).
based on binomial or Poisson statistics. This is, of course,
a crude estimate, but gives a realistic idea that, in prac-
tice, a lot of ‘events’ must be averaged out to yield a Boundary-layer moisture structures with horizontal
unigue mean. Where convective cloud parameterisatggales of order 10-20 km can be significant for convec-
is concerned, this is often expressed as the need to atien, altering the characteristics of triggered stormg, bu
age ‘many clouds’; for convection triggering the convesmaller-scale temperature perturbations appear to be more
tive boundary layer is likely to be the most importarimportant in determining triggering (e.g. Crook, 1996;
parameterised component of the system, and ‘events’ nkapry, 2006). Implementation of a stochastic backscat-
be thought of as buoyant thermals. Similarly, the spati@F scheme in a cloud-permitting simulation has been
structure arising depends on the spatial structure of gf®wn to increase the temperature variance at the inver-
‘events’ but, if a number of independent events have caen level to be more consistent with those in higher
tributed, this will tend to a Gaussian spatial structure. resolution cloud-resolving simulations (Weinbrecht and
Mason, 2008). This suggests that, as a first approxima-
Our motivation is thus working towards a stochasion, it is reasonable to implement stochastic forcing & th
tic parameterisation representing sampling error in tpetential temperature near the top of the boundary-layer.
boundary-layer parameterisation; at this simple leve, tfihe impact of moisture fluctuations may be the subject of
stochastic forcing can be represented by its amplitudea ater study.
related timescale and a spatial scale. In a more complete
formulation, at least of the convective boundary layer,
one might envisage representing the characteristic eddy The temporal correlation of perturbations is an issue;
timescale in terms of the boundary-layer depth and thee of perturbations fixed for a period of time raises the
free convective velocity scale, itself a function of the-suguestion of the need to advect them with the flow. Ran-
face buoyancy flux and boundary-layer depth (e.g. Garrabmly evolving perturbations, for example through auto-
1992). Here we shall not attempt to do so, but instead notgressive functions (e.g. Bernetr al, 2009) or cellular
that it is reasonable to suppose that/T is less than one automata (e.g. Shutts, 2005), is a possible refinement; we
and probably of order 0.1; if the eddy timescale is 5 mihave chosen a very simple approach of instantaneous per-
utes, ther?” would have to be over 8 hours for the relativiurbations applied either repeatedly (uncorrelated i}im
error to be as small as 0.1. Given that boundary-layer heaith a constant frequencgequential perturbation exper-
ing rates of orded Kh—! are a common occurence oveiments or at a specified timesingle perturbation experi-

land, the development of boundary-layer ‘noise’ with aments

Copyright(© 2009 Royal Meteorological Society Q. J. R. Meteorol. So€0: 1-27 (2009)
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3.2 Perturbation structur@uarterly Journal of the Royaihdepedenibaicaresticiabjlity of a single convective-s¢adge 8 of 27

forecast; a practical system that can produce a model state

The random perturbation fields are constructed by the CO%this level of accuracy is almost impossible to envis-

volution of a random number field with a Gaussian keél'ge. The.1 K perturbation amplitude is the most credible

nel and applied at a specific model level (model level Ef’:)l’loice, being consistent with good surface temperature

which is at an average df2s0 m above ground (SenSi’measurement errors (e.g Fabry, 2006) and typical turbu-

tivity tests to the height chosen are described below). r%ht fluctuations in the convective boundary layer (e.g.
each horizontal grid point a random number is selectgﬂm’ 1988, p358). Such perturbations are intended to be

for the amplitude of a Gaussian distribution with a stagygcient to change the location and timing of the trigger-

dard deviationog,.ss (fixed for each experiment) thaiing of moist convection

provides a horizontal lengthscale. The random numbers

are generated with a specified seed and uniformly dis- Three values Ofry..s are considered24, 8 and

tributed between plus and minus unity so that the full twg-km' These values correspond to typical lengthscales in

dimensional perturbation field averages to zero. Gaussi}ihnes full perturbation field of- 6ogaus:, as shown below.

are centred at each grid point within the domain and SA(\)’standard deviation of 24km was chosen to provide a

fOr oganes > 0km, the complete perturbation at a partiCLEerturbaﬂon lengthscale that is well resolved at the model

lar point is comprised of the sum over all of the individgrid spacing and larger than the typical smallest horidonta

ual Gaussian distributions. This summed two—dimensionsaclale (B0 km) in the 3DVAR system. The choice of 8km

perturbation field is itself Gaussian distributed and g{owdes an intermediate scale between the well-resolved

individual grid points may have an absolute value Iarggpd the grid-scale. The limiting case of a Gaussian for

than unity. This field is then scaled to the desired amp‘f\ll—hICh the standard deviation tends to zero gives rise to

tude before application to the model state. The Scalings%atlally—uncorrelated grid-scale noise.

based on the standard deviatigg, of the fully-summed Figure 3 illustrates the effects of the perturba-
perturbation field, and we shall henceforth refer4e-  tion on the power spectrum for potential temperature at
3opert as the chosen perturbation amplitude. 1000 UTC, but the conclusions drawn here hold equiv-
Three perturbation amplitudes are considered, specifently at any time of the day. Figure 3(a) shows the
ically A =1, 0.1 and0.01 K. The largest value was cho-normalised power spectra of the perturbation fields at
sen because it is representative of the parameterisatlua time. The power tends to a constant at around a
sampling error and is of the same order of magnitudeaavelength of6og..ss, OF 144 and 48km for the spec-
common analysis increments, as discussed in Section 84..for o,,.. = 24 and 8km respectively. The ratio of
Furthermore, we aim to test nonlinearities and to affegpectra after and before the application of a perturbation
storm development directly by significantly altering the the model state also shows a peak in the added vari-
buoyancy of the underlying air. The tests by Kogigal. ance around these wavelengths (Figures 3(b) and 3(c)).
(2007) of methodologies for perturbing initial conditionsor a perturbation amplitude of 1K, the spectrum is sig-
also used increments in excesd ¢f. The smallest ampli- nificantly altered between wavelengths 6fcog,us t0

tude considered)(01 K) provides an indicative bound onl0o..ss. Small changes are discernible using the K

Copyright(© 2009 Royal Meteorological Society Q. J. R. Meteorol. So€0: 1-27 (2009)
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spatially-uncorrelated perturbations,{,ss = 0) the nor- to inter-compare different cloud resolving models. Some
malised power spectra for the perturbation fields is, sisgle-perturbation experiments have also been performed
expected, approximately that for white noise (Figure 3(ay) determine how the sensitivity of the simulation to per-
and the relative magnitude of the added variance is muarbations changes during the day.

larger than for the correlated perturbation fields since the

. In the sequential-perturbation simulations the first
spectrum of the perturbed fields has much more power at d P

turbation i lied turbati iod .
near-gridscale wavelengths (Figure 3(d)). perturbation is applied one perturbation period (5

in in the standard set fter the start of the simula-
The sensitivity of the results to the height of applican-1In In the standard set up) after the start of the simula

. . . . .,__.tion. This is done to allow some time for the simulation
tion of the perturbations was investigated by considering

. . _ . ... .to adjust to a more balanced state from the interpolated
four different choices of perturbation height, all within ) P

. lower-resolution initial conditions. Thus, such adjusiine
the boundary layer. The perturbation used had an ampcfl— )

tude of 1K and a standard deviation of 24 km. The roolts— considered to be a separate issue from the ongoing

. u?certainties that exist in the model state (see also Sec-
mean-square error for the hourly accumulation of tota

S - . . tion 6.3).
precipitation exhibited very little sensitivity to the lgéit )

of the perturbations, consistent with Lean (2006). No tests Our default choice of the perturbation frequency is

were performed applying perturbations above Hig bou%’r—l and represents a compromise between two consid-

ary layer, since the aim is to perturb the triggeriqg PrOCeStions. On the one hand, a typical equilibrium timescale

(Section 3.2) and because Lean (2006) demonstrated F&?ta well-mixed boundary layer is of the order of to

perturbations to potential temperature applied5i) m 20 minutes (e.g. Nieuwstadt and Brost, 1986; Stull, 1988,

do not lead to significant perturbation growth in idealisepd450)1 and the boundary layer would not be able to fully

convection-permitting simulations. adjust to each perturbation if perturbations were applied
. too frequently. On the other hand, infrequent perturba-
3.3 Frequency of perturbation

tions could result in the absence of strong perturbation

Over a model domain that encompasses the entire UK . . .
growth during key transitions in the boundary layer struc-

the phenomena that lead to the onset of convection and
ture: for example, from stable to cumulus-capped after

affect its development occur at different times of the day. . . o L .
P g/unrlse (Figure 2). Application frequencies intermediate

Thus, perturbing th del state at ified f - . .
1S, perturbing the model state at a spectiie reque%%ytween these two limits are hypothesised to be likely to

throughout the simulation (sequential-perturbation exp?ead to similar levels of model spread.

iments) is a simple and effective way to ensure that a

perturbation has been applied prior to all potentially sens  The time evolution of the potential temperature field
tive times. Perturbations applied at successive times dom-the perturbed model level is now discussed with refer-
ing a simulation have no temporal correlation. We nogéace to Figure 4. A specific four hour period is plotted for
that Grabowskeet al. (2006) performed some analogouslarity but the behaviour described is similar throughout
experiments in which the temperature and moisture in tte day. Shown are root-mean-square differences between

lowest kilometre were randomly perturbed every 15 mithe potential temperature at a current timestep and that at
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Figure 3. (a): Normalised power spectra for three exampleainiglitude potential-temperature perturbation fieldshwit.uss = 24 km

(dotted line), 8km (dashed line) and 0 km (solid line). Thedm are normalised such that an integration over waveeupioduces

unity. Note the log scales on both axes. (b), (c) and (d) sfavdifferent values obz..ss, ratios of potential-temperature power spectra

on model level 8. The ratio is the spectrum of the potentiaperature immediately following the application of a pesation to the

corresponding spectrum just prior to the perturbation.dswomputed at 1000 UTC ang..ss = 24km in (b), 8km in (c) and Okm in

(d). Note the differeng-axis scale for (d). In each case, perturbation amplituddskq 0.1 K and0.01 K are indicated by solid, dashed
and dotted lines respectively. (Note that the lines for thalkest two perturbations are generally indistinguisbabl

an earlier reference time for the control (unperturbed} sithhe reference time is taken after the introduction of pertur
ulation and two perturbed simulations. The two perturbédtions.
simulations were both perturbed with an amplitude of 1 K

and a standard deviatien..ss of 24 km but one was per-

turbed every hour and the other every 30 min. For the The minima in root-mean-square differences reflect

control simulation the reference time is the start of the prt(te1e evolution of the simulations over one timestep (i.e.

ceding hour; for the perturbed simulations the referent&?y are calculated from the difference between the model

L . . . state one timestep after the reference time and that at
time is reset after two perturbation periods (i.e. every two

. : the reference time). Until the reference state is reset, the
hours for the simulation perturbed every hour and every

hour for that perturbed every 30 min.). The model Statergtot-mean-square differences for the perturbed simula-

tions increase for two reasons: first, perturbation growth
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0.7 ) o dent of the frequency of perturbations). This suggests that
0.6 .'/’ E .'/ the model evolution is relatively insensitive to whethe th
Zo,5 " i ’,{_-' perturbations are applied every hour or 30 min.
0.4 ,__'"" E ,"" 1 We have also examined the timestep-to-timestep
E 0.3} | i 'f' evolution of the potential-temperature power spectrum
0.2} l:',-" between perturbation applications (not shown). Using a
0.1 :;' l 1 1K perturbation amplitude, we find that the signature of a
0 . . ‘ perturbation at the perturbed scales decreases rapidly but
° " Tirn292[UTC] " b that after30 min. it remains perceptible. Hence, the per-

Figure 4. Root-mean-square difference between the patdatn- turbations do not dissipate entirely between applications
perature at the given time and that at a reference time eanlie

the same simulation. The reference time is periodicalletres

described in the main text. Calculations are performed odeho

level 8 at each timestep. The solid grey line is for the cdsiroula- : ;

tion. The black lines are for perturbed simulations, withestprba- 3.4 Perturbation experiments

tion amplitude ofl K, ogauss Of 24 km and application frequencies

of 2hr~" (black dashed line) anthr~" (black solid line). The experiments performed are summarised in Table I.
Nine sequential-perturbation experiments were per-

and second, the general evolution of the model. The rogfrmed, with varying perturbation amplitudes, and
mean-square difference for the control simulation gives §findard deviations o,..ss. These experiments are
indication of the latter and hence the differences betwagRelledsr As, as a shorthand fafy,.. = rkm, A = sK.
the root-mean-square differences for the perturbed ggailing asterisk indicates that, for those experimeats,
control simulations give an indication of perturbatioget of six simulations were performed differing only in the
growth. The perturbation growth is clearly evident but @t of random numbers generated. We will refer to such
smaller magnitude than the model evolution suggestiggts of simulations asnsemblesThey allow us to com-
that the changes to the model state induced by the perfgre the spread produced by varying the perturbation-field
bations are not unrealistic (i.e. they do not alter the maigrameters to that produced by different realizationsef th

features of the event). same perturbation process. Other than the ensemble sim-

The root-mean-square difference grows throughdilations, all runs were performed with the same random-
the first perturbation and then jumps when a new pertiimber sequence. The six-member ensembles were gen-
bation is applied. This is followed by further growth untigrated by using two additional seeds for the random num-
the reference time is reset. The size of the jumps relatived®r generator (to generate three members) and then revers-
the growth indicates that the growth is driven more by tfieg the signs of the perturbations generated by the resul-
model’'s response to a perturbation than by the direct p@nt three random sequences (to generate the other three
turbation application itself (the relative size of the jusnpnembers) (as in Donet al, 2008, for instance).
also decreases for smaller amplitude perturbations (not Eight single-perturbation experiments have also been
shown)). During each hour shown the overall growth performed. These allow us to investigate the importance

root-mean-square differences within the two perturbationthe sequential perturbation strategy, and to distirtguis
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label [km] A[K] timing [x1072mm] increment [mm]
Control - - never 0.0 -
024A1 24 1 2hrt -6.37 2.07
o8A1 8 1 2 hrt -6.47 2.55
a0Al 0 1 2 hrt -3.92 2.13
024A0.1 24 0.1 2hrt -1.07 141
o8A0.1 8 0.1 2 hrt 0.67 1.12
o0A0.1 0 0.1 2 hrt 1.13 1.16
024A0.01 24 0.01 2 hrt 0.74 0.94
o8A0.0T 8 0.01 2hrt -0.63 1.00
o0A0.0T 0 0.01 2hr! -1.00 1.12
IC-1 24 1 IC 7.43 2.62
0700-1 24 1 0700 -0.08 152
0830-1 24 1 0830 0.28 1.47
1000-1 24 1 1000 -1.35 1.13
IC-0.01 24 0.01 IC -0.49 0.84
0700-0.01 24 0.01 0700 1.11 0.95
0830-0.01 24 0.01 0830 -1.18 0.74
1000-0.01 24 0.01 1000 -0.09 0.74

Table I. List of simulations performed and their charastés. The simulation labelling is explained in the mainti&haracteristics
shown are the standard deviatiog..ss, the perturbation amplitudé, the application timing, the bias in the domain-averagegipitation
accumulated during the perturbed simulations (the diffeeefrom the control simulation value 8f127 mm), and the maximum three-
hourly increment of RMSP (as defined in Section 4). For thereasimulations the values reported refer to a single merabéhe
ensemble (that generated using the same random numbenseqseused in the experiments for which an ensemble was rfotrped).

between direct and indirect effects of a perturbation (Set- Diagnostics

tion 4). For these experiments the standard deviation

Tganss Was fixed at 24km and two perturbation amplilwo types of diagnostic are described here. Diagnostics of
tudes @ = 0.01 and1 K) were considered. Four applicathe direct impact of the perturbations reveal the instanta-
tion times were tested: specifically in the initial conditso heous response of the model and may be somewhat model
(0100 UTC) and at 0700, 0830 and 1000 UTC. Theseecific (Section 5). Diagnostics of the indirect impact of
experiments are labelled in the foms. Heret indicates the perturbations reveal overall the perturbation growth
the application time in UTC (or else as IC for initial condue both to the model evolution and to the sequential

dition perturbations) andlis the perturbation amplitudé Perturbations (Section 6). For both types of diagnostics

in K. the reference is the control run, rather than observations.
Hence the term bias here refers to the difference of a per-

turbed simulation from the control simulation.

As an example of the impact of these perturbations,
Figure 5 shows the precipitating cloud fields at 1000 UTZE1 Direct effects
for the control run and for two sequential-perturbation
experiments. Radar rain rates are also included for cofour measures of direct effects (within one time step)
parison. This snapshot shows that while the locationsaye examined: the effects on convective instability, the
individual clouds have changed, on the regional scale theundary-layer types, total cloud water and cloud distri-

cloud distribution remains realistic. butions, and the model adjustment to perturbations. All
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Figure 5. Precipitating clouds, defined as neighbouring points with a rain rate of at least 1 mmh(see Section 4) for the (a) control,
(b) 024A1 and (c)o0A1 simulations. (d) shows the precipitating clouds olgdifrom the observed radar rain rates. The radar data
originally on the 5 km national grid have been interpolatethe UM grid used here. All panels are for 1000 UTC.

of the direct effects are assessed by comparing singlan induce changes which later cause the boundary-layer
perturbation simulations with the control simulation, ortgpe to switch, as described by Lean (2006). The direct

timestep after the perturbation has been applied. aspect can be studied from the fraction of the domain that

Convective instability is diagnosed using CAPE an(a1anges its boundary-layer type with respect to the control
CIN, defined as in Section 2.3. The adjustment medi™? O application of the perturbation.

anisms are assessed by comparing profiles of domain- Cloud distributions are affected directly because a

averaged pressure, vertical velocity and total cloud Waﬁ%range of potential temperature produces a change in

content conditioned on the sign of the imposed perturl:?%Tative humidity, and also indirectly because the evolu-

tion. tion of existing clouds and future cloud triggering can be
The boundary-layer type determined by the MetUldffected. We consider only the horizontal distribution of
is affected both directly and indirectly by the appliedioud i.e. each grid column is defined as either cloudy
perturbations: directly because the determination isdase not cloudy. Two cloud definitions are considered here,

upon parcel ascent and indirectly because the perturbapoecipitating cloudand non-cirrus cloud Precipitating

Copyright(© 2009 Royal Meteorological Society Q. J. R. Meteorol. So€0: 1-27 (2009)
Prepared usingjjrms3.cls DOI: 10.1002/q;



©CoO~NOUTA,WNPE

clouds are constructed frQuagedydonis avidh thairR otgeittdoed ogitize Sooiegl run. This restriction require®tite 14 of 27
of at least 1 mmh!. Tests have shown that the resultsitherp; (the hourly-accumulated precipitation in the per-
presented in Sections 5.4 and 6.2 are not sensitivetutbed simulation) og; (the same for the control simu-
modest variations of this threshold. Non-cirrus cloud lation) is at least mm. This allows a useful decomposi-
a more generic definition of cloudy air and is based dion of the RMSP to be introduced below. Tests indicate
grid points with a vertically-integrated total-water path that the conclusions are robust to changes in the threshold
at leas0.05 kgm~2. The integration extends from the surand the precipitation diagnostic (using instantaneous rai
face up to the first model level above the maximum heiglaites sampled eves min instead did not affect the con-
of the squall line, at 8km. Thus, it excludes high-levelusions). Such insensitivity may be due to the scattered
layer cloud which is unlikely to be affected by the perturature of much of the convection in this case; at any time
bations. Other definitions of cloud have also been tesigithin the simulations there are multiple storms at differ-
with similar results. ent stages of their life cycles. Results also do not change

For both definitions of cloudy grid points, thevhen the RMSP is computed using averages over square
“clouds” themselves are constructed as connected clusteyges of a few grid points in width.
of such grid points. Connections are considered to occur if
the associated grid boxes share either an edge or a corner.
The area of each cloud is counted in grid boxes, and the
cloud distribution statistics are determined from snapsho  From both meteorological and hydrological perspec-
of the cloud field everg0 minutes during the simulation.tives it is important to know to what extent the perturba-

tions tend to displace storms, alter their intensity and cre

4.2 Indirect effects ate or suppress new ones. A complete analysis of this issue
Three measures of indirect effects are examined: #twuld be provided only by keeping track of each storm
effects on boundary-layer types, cloud distributions arat,each timestep. This is beyond the scope of the current
the root-mean-square error of the hourly-accumulated pseidy, although we note that it may become a practical
cipitation (RMSP). The first two of these were describgumroposition in the future (Plant, 2008). Nonetheless, some
above. insight into such issues can be provided by decompos-

The third measure, the RMSP, is a simple and wideliyrg the squared RMSP into three components, from three
used error norm (e.g. Molterdt al, 2001; Snyder andtypes of points that contribute to the sum on the right-
Zhang, 2003), here computed relative to the control simhand-side of Equation 1: specifically, those that are rainy
lation. It is convenient to adopt a slightly-different défin only in the control rund; > 1,p; < 1mm), those that are
tion here, according to which its square is given by rainy only in the perturbed rurc{ < 1, p, > 1mm), and

N those that are rainy in both rung ¢ 1,p; > 1mm). The
RMSP? = % Z(pi —¢;)? (1) contributing types will be referred to as CONTROL, PER-

i=1
TURBED and COMMON points respectively. Thus,

where the summation extends over thdgegrid points

that are classified as “rainy” (Section 2.3) in either the N = NcontroL + NpErTURBED + Ncommon  (2)
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the CAPE by changing the upper limit of the vertical inte-

2 _
RMSP™ = MSPconrror + MSPeerrurpeD gral. At a small number of grid points (e.g. 0.6% of the

+MSPcommon domain for the 0700-1 experiment), the parcel ascent is
Nc N,
LTI , 1L TTRERPY 0 (3)  always cooler than the environment, so that there is no
=N GTN Pk
i=1 k=1 LNB identified and the CAPE is considered to be null. For
1 Ncommon
+ N Z (1 —m)? some of these points a negative perturbation introduces a

=t lid that sets the LNB to the perturbation level, which can

wherej, k and! label gridpoints in the sets CONTROL fesult in a negative contribution to the available energy of

PERTURBED and COMMON respectively. Note thgt up to—60 Jkg?!. At other points the opposite process may

and ¢;, are set to zero (as these points are not rainiatpo happen, i.e. a very weak lid is removed, with positive

according to the above definition). changes to the CAPE. There are very few points where
The decomposition distinguishes between changdbis occurs, but storms may be generated there, should a

in the intensity of storms and changes in their loc&tlitable trigger also exist.

tion; however, it does not distinguish between changes

in location that are caused by differences in advectig{b Model adjustment to the perturbation

and changes that are caused by, say, the generation of

new storms. Notice that for fixed values of eabh an The firstdynamical response to the random, imposed heat-

increase in MSRonTroL OF MSPrerTURBATION Would NG (cO0ling) consists of acoustic and Lamb waves which

represent an increase in precipitation at the associadd#in minutes accomplish the required expansion (com-

points, whereas an increase in M&Rivon would rep- Pression) (Chagnon and Bannon, 2005). Thus, if the ver-

resent increased difference between two simulations at#§@! velocity is conditionally averaged over those grid

COMMON points. points experiencing a positive potential-temperature per
turbation (hereaftegpositive point} then a difference with
5 Results Direct effects respect to the control simulation is evident (Figure 6).

The vertical profile is consistent with a Lamb wave in
51 Perturbation effects on CAPE a non-isothermal atmosphere with a rigid lid top bound-
On application of a perturbation, changes to the distary condition (Lindzen and Blake, 1972). The increase in
bution of CAPE are minor. For example, averaged ovegrtical velocity with respect to the control simulation is
the domain, the magnitude of the bias for all singlsignificant but small in absolute value and, because the
perturbation experiments is less than Jkg!. For most wave propagates at the speed of sound, the associated par-
grid points, the perturbation application level lies abowe! displacements are very small and unlikely to trigger
the lifting condensation level. Thus, there may be a sligmtw storms. However, the wave affects the entire three-
increase (decrease) in CAPE associated with a negatliraensional domain. Each local maximum in the pertur-

(positive) potential temperature perturbation, but thebpation field is effectively a source of acoustic waves which

is no overall bias. The small bias that does occur teke roughly 30 minutes to travel across the domain. These
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acoustic waves change theeaxtisanpentrial whink RuysatttémtoyiribSoeisgt acoustically balanced and sag@y 6 of 27

tion forms contributing to the divergence of the perturbexkcite wave responses stronger than observed in this study.

runs from the control. The magnitude of the difference

between vertical velocities in the control and perturbesd3 Boundary layer changes

runs scales linearly with the perturbation amplitude arde perturbations introduced can directly change the

changes sign with it. Associated changes in the pressbeeindary-layer types. The percentages of grid points in

profile were also detected (not shown). the domain that change type in the single perturbation sim-
It should also be pointed out that the effects ¢fations and the percentage coverage of each type in the

acoustic waves may be underestimated in the mod&ntrol simulation at specific times are shown in Table II.

partly because the parameters used in the off-centeriftf Percentage change is defined as the percentage of half

of the advection scheme are designed to damp thBi number of grid points in the domain at which there

(Davieset al, 2005), and partly because the relatively lon§jas & change either to or from a given type. The effect

timestep (00 s) will not properly resolve the fast acoustiés weak for0.01K amplitude perturbations, the largest

waves. change is 0.05%; for the&K perturbation amplitude the

© ‘ ‘ ‘ largest change is around 2%. These changes may be sub-

stantial for some of the types, e.g. 10% of stratocumulus
over stable grid points change type in the 0700-1 simula-

tion (100 x (0.31/3.21)%); this can contribute to pertur-

Height [km]
N
o

bation growth (as shown by Lean (2006)). Note that it
is unlikely that grid points that change their boundary-

layer type will immediately revert back to the original

4 5
Vertical Velocity [mms ] type on the following timestep; even non-growing poten-

Figure 6. Vertical profiles of vertical velocity, computedheo tial temperature perturbations persist for 30 min. or more
timestep after a perturbation application at 0700 UTC aretayed

over those grid points experiencing a positive potentiaiperature (Section 3.3), albeit with decaying amplitude.

perturbation. A dashed horizontal line marks the pertiobdevel. ) . . .
The solid line represents the 0700-1 run and the dashed line A more detailed analysis of the switches in the

represents an average from the control run for the samespaint .
the same time. boundary-layer types shows that there are switches to and

from each type, with the exception of the stable boundary
Using an individual Gaussian perturbation with alayer which only loses points on application of a perturba-

amplitude of slightly less than 1 K, Hohenegger and Schiwn, and only loses them to the stratocumulus over-stable-
(2007b) found that the acoustic wave response to pertype. Thus the perturbation must generate stratocumulus
bations may be responsible for error growth. Acoustig such points.
waves will also be generated by the convective storms
themselves (Nicholls and Pielke, 2000) and can furth‘tl:é'r4 Total water path and cloud distribution changes
accelerate error growth if the storms have been displadédte total water (ice and liquid water) has been compared

(Section 6.4). It is also worth noting that analysis incragainst the control run one timestep after the perturbation

ments can be larger thanK (e.g. Konget al, 2007): application. Other than at the perturbation level, changes
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label stable over Cu capped dominated
Control at 0700 17.68 5.96 3.21 6.67 1.12 49.59 15.78
Control at 0830 18.66 1.27 0.26 5.71 1.55 67.13 5.41
Control at 1000 18.87 1.28 0.18 4.62 1.29 70.18 3.59
0700-1 0.92 0.31 0.31 0.98 0.20 1.12 0.81
0830-1 2.01 0.01 0.01 1.33 0.40 2.07 0.61
1000-1 2.21 0.04 0.04 1.81 0.30 2.07 0.47
0700-0.01 0.02 0.01 0.01 0.02 0.00 0.02 0.02
0830-0.01 0.04 0.00 0.00 0.03 0.01 0.03 0.01
1000-0.01 0.05 0.00 0.00 0.03 0.01 0.05 0.01

Table Il. The first three rows show the domain cover, exprbasgercentage, for each boundary-layer type of the MetUsdetific times
within the control simulation. The subsequent rows showpiereentage, for various single-perturbation experimeritgrid points in the
domain that immediately changed boundary-layer type vatpect to the control run on application of the perturbatiorcalculating
these figures a switch from ty[@ to typeT> is counted as a switch under bdth and7s. This sum is then divided by two in order to
avoid double counting, and so that the sum of the percentagles total percentage of the domain that changed bouridgey-type.

are negligible, but at that level evaporation (condenstigproduces a direct increase in both the cloud mean size and
following positive (negative) potential-temperaturetper number for non-cirrus clouds, but the indirect effect is of
bations can be clearly seen. For example, in the 07@@rincreased mean size being somewhat offset by a reduc-
1 simulation, conditional averaging over positive point®n in cloud number. The behaviour for the direct effect
reveals an 19% reduction in total water (specifically, th&not surprising given that the mean cloud cover is around
contribution from that vertical layer to the total waterlpat22% of the domain (Section 6.2). Thus, on application of
falls from 7.08<1072 to 5.79x 102 kgn?). There is per- the perturbation it is more likely that a grid point will
haps a weak sensitivity of this effect to the time of thHeecome “cloudy” due to condensation rather than “non-
day, the corresponding reduction being 15% in the 100@&lbudy” due to evaporation.

simulation. Such effects are slightly less consistent with

a linear scaling than the pressure and vertical adjustments

described in Section 5.2 due to the saturation process.Af Comments on Gravity Waves

increase in potential temperature causes more condensate

, ) It is well known that a potential-temperature perturbation
to evaporate than the equivalent decrease causes it to con-

dense. induces gravity waves whose characteristics depend on the
static-stability of the background state, on the duratiwh a
The immediate repercussions of the total water madtensity of the heating, and on the size and aspect ratio of
ifications on cloud distributions are quite small, both ithe heated region (e.g. Chagnon and Bannon, 2005). How-
terms of the cloud number and average size, for both of #aeer, examination of potential-temperature fields output
cloud definitions. Changes in cloud number are generadiyy every timestep (from various sequential-perturbation
1% or less, and changes in the mean cloud size are esiemulations) did not show any coherent buoyancy-wave
smaller. However, it is worth noting that the direct changestivity at the perturbation level. This is probably due to
to cloud distributions that do occur have a different chararious contributing factors. One aspect is the horizdntal

acter from changes produced indirectly (cf. Section 6.Rketerogeneous shear and stability, which generate spa-

For example, in the 0700-1 simulation, the perturbatidially incoherent responses, but also important is the very

Copyright(© 2009 Royal Meteorological Society Q. J. R. Meteorol. So€0: 1-27 (2009)
Prepared usingjjrms3.cls DOI: 10.1002/q;



©CoO~NOUTA,WNPE

limited vertical extent and Quratieriyof therize afinige IRepativetgesoigiclalLBctitstype larger in the latter casepddusls of 27
tively 320m and 100s. These values are small companadicates that repeated application of the perturbatiens i
to idealised studies with horizontally homogeneous candeed more relevant for model divergence than an indi-
ditions (e.g. Chagnon and Bannon, 2005; Robinsioa,, vidual application, and highlights the importance of con-
2008), and the variety of processes occurring is also likalglering the uncertainty in the evolving model state.
to hide any gravity wave signal. Furthermore, the model
timestep is too long to provide a good representation %12 Cloud distribution changes
the slowest gravity wave modes, with period/N, since The results for precipitating clouds can be seen in Fig-
N is of the order of 0.013!. ure 7. An inverse linear relationship is found between
the time-averaged number of clouds in the model domain
6 Results Indirect effects and their mean size. This is perhaps not surprising given
that all simulations produce very similar amounts of total
6.1 Boundary layer changes rainfall over the course of the day (Table I). The con-
The perturbations can influence the determination of tirel simulation has an average of around 111 clouds with
boundary-layer types throughout a simulation. Table Bl mean size of about 22 grid boxes (covering around
lists the time-averaged percentage coverage for eact? 3% of the domain). The mean cloud number and size
the seven types, along with the changes to those valaes generally clustered around these values for most of
that occur in the sequential-perturbation simulationgeNahe perturbed simulations, albeit with a tendency for
that this diagnostic is not the same as that shown in Tablightly fewer, slightly larger clouds. The exceptions are
Il to illustrate the direct effect on the boundary layer. the sequential K and IC-1 simulations which span a
For perturbation amplitudes @01 and0.1 K, the wider range, with the IC-1 simulation being very close to
changes are small (less than 0.2% for all boundary-laylee s8A1 simulation. For these simulations, perturbations
types). However, for thel K perturbation amplitudeswith smaller lengthscales give rise to smaller but more
larger changes are found (up to nearly 6% for the cumulugimerous clouds. This seems to indicate that the dynamics
capped type). The main change is a reduced coverafthe precipitating clouds is slightly altered by the pertu
by the cumulus-capped boundary layer, mainly balandeations.
by increases to the coverage of the well-mixed and the Similar comments apply for the non-cirrus clouds
decoupled stratocumulus types. More detailed inspect{omt shown), which are of course larger and more numer-
of the changes in domain cover over the course of thes covering on average around 22% of the domain. The
simulations reveals that, for any given simulation, tH€-1 simulation and the sequential-perturbation simula-
changes that occur are of a similar character throughtiohs with1 K perturbation amplitude again form a distinct
the day (e.g., a modest reduction in the stable type iswbset, with similar sensitivity to the typical scaleléngt
consistent feature efOA1). the perturbation to that seen for the precipitating clouds.
When the changes for the single-perturbation expé&ftewever, the relative changes to both cloud size are much
iments are compared against those in the sequentiatger than for the precipitating clouds, suggesting that

perturbation simulations with the same metric, theon-cirrus cloud dynamics is altered more strongly by
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label stable over Cu capped dominated
Control 18.44 12.51 2.47 7.85 1.24 51.83 5.66
024A1 2.02 -0.73 0.80 2.11 0.81 -5.11 0.10
o8Al 2.49 -0.26 0.33 1.78 0.54 -5.17 0.30
c0Al 3.91 -0.58 0.52 1.43 0.45 -5.86 0.12
024A0.1 -0.04 -0.05 0.02 0.05 0.00 0.09 -0.06
o8A0.1 0.03 -0.04  -0.02 0.15 0.00 -0.16 0.04
c0A0.1 -0.06 -0.08 0.04 0.14 -0.01 -0.05 0.01
024A0.01 -0.02 0.02 -0.01 0.01 0.03 -0.03 0.00
08A0.01 -0.08 -0.02 -0.01 -0.01 -0.01 0.06 0.06
c0A0.01 -0.09 0.02 -0.03 -0.06 0.00 0.15 0.01

Table Ill. Percentages of the domain covered by each of th&JMeboundary-layer types averaged over the entire duratibthe

simulations, using half hourly data. The first row shows tleecpntages for the control run. Subsequent rows show tffieratites

between the first row and the corresponding value for the damguential-perturbation simulation. Positive valuestfe changes indicate
increased cover for that boundary-layer type in the peetigimulation.

" 6.3 RMSP
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Figure 8 shows the evolution of RMSP in the sequential-

. perturbation simulations. It is most responsive to the per-
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turbation amplitude. When thisi1, the strongest RMSP
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growth occurs after the second perturbation application
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(at 0200 UTC) and the RMSP peaks between 0700 and
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c, o 1100 UTC before levelling off at abou mm. In con-

=)
=)

trast, although the strongest growth is again seen at early

1984 205 23 235

21 215 2 225 . . . .
Time Averaged Cloud Size [number of grid boxes] times for perturbations of amplitude 0.1K, there is no

Figure 7. Mean precipitating cloud size and cloud numberayed Pe€ak in the RMSP evolution, which levels-off at about
over the entire duration of the simulations using half hpddta and i

plotted as a point for each simulation listed in Table I. Thateol 2-5Mm beyond about 1200 UTC. With a 0.01K per-
simulation is denoted by a black star. Simulations withyrbetion
amplitudes 0f0.01, 0.1 and 1K are denoted by light grey, dark
grey and black symbols respectively. For sequential-peation
simulations, the symbols used are squares, circles ancbdidsrfor
Ogauss = 24, 8 and 0km respectively. Where an ensemble exists
mean value is plotted. For single-perturbation simulaietters are

used: ‘A, 'B', 'C' and ‘D’ for perturbation application tires of the {h5se achieved with the 0.1 K perturbations are reached at
initial time, 0700, 0830 and 1000 UTC respectively. The upjant

plot is an expansion of the central area of the main plot.  the end of the simulation time. If the RMSP is computed

turbation amplitude, the strongest growth is delayed to
around 0600 UTC. A clear saturation phase is not seen

f5r these simulations, although similar RMSP values to

using average values over small square areas (up to 11 grid
points in width), its absolute value is reduced, but the rel-
ative behaviour of the different simulations is essentiall
unmodified.
these perturbations. Regression analysis of the data from These results for the onset of strong RMSP growth
this subset and from all the other simulations separatstyow that smallest perturbations have little effect on the
both produce straight-line fits with high correlations armtecipitation that occurs before sunrise (Figure 1). Only

different slopes. once surface heating begins and the boundary layer starts
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Figure 8. Evolution of the RMSP for: (a) nine sequentialtpdration simulations with different perturbation ampties (0.01K light

grey,0.1 Kin dark grey and 1K in black) and standard deviatios.ss (24 km as solid lines with filled circles km as solid lines and

0km as dashed lines); and, (b) three ensembles with diffpeturbation amplitude$)(01 K in light grey, 0.1 K in dark grey and 1K in
grey), each withrzauss = 24 km. All times along the horizontal axis refer to the begirgnaf the hour of accumulation.

to change its structure (Figure 2) are such perturbatidhere is some delay in the onset of the strongest growth
capable of stimulating strong RMSP growth. By contrasgar ogauss = 24 km.
the 1K perturbations are powerful enough to produce
strong growth almost from the outset. We note that an
equivalent time lag between perturbation application and
strong RMSP growth is not seen in those single pertur- The above conclusions on RMSP growth are also
bation runs with the perturbations applied after sunrisenfirmed by the final column of Table I. This lists the
(Figure 9). Hence the delay in growth until after sunris#rongest perturbation growth in each simulation, as mea-
is not merely a result of weak perturbations requiring tingéired by the maximum three-hourly increment of RMSP.
to grow to a significant amplitude prior to perturbing prefhe RMSP increments are somewhat noisy and so it
cipitation. is convenient to apply a 1-2-1 filter to the increments
prior to determining this maximum, but the relationship
Figure 8(b) shows the RMSP evolution for threbetween RMSP growth and perturbation amplitude is
ensembles with different perturbation amplitudes. Noteadily apparent regardless of any filtering. The maxi-
that the spread of the ensembles increases with increasm growth is around twice as strong for the 1 K com-
ing perturbation amplitude (particularly during the sgorpared with the 0.01 K perturbation amplitude. Moreover,
growth phase). Systematic dependence on the pertutthe- variations in maximum growth within each of the
tion standard deviation,,.ss, iS Not obvious from Fig- ensembles in Figure 8(b) are found to be smaller than the
ure 8. In particular, for a given perturbation amplitude thifferences between the ensemble-mean values. Thus, at
spread for different,.,ss iS comparable to the spreadeast forog,uss = 24 km (the onlyog..s for which ensem-
within the six-member ensembles. Thus, the horizontdés were performed), the amplitude of the perturbations
scale length of the perturbation does not strongly affeadtects the RMSP growth more strongly than the choice of

the RMSP. However, for the 1K and 0.1 K amplitudesandom number sequence.
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tion for rainy points over the full duration of the conever, be recalled that the IC-1 am®4Al simulations

trol simulation is2.127 mm. The biases from the con-have different domain-averaged accumulated precipitatio
trol simulation for the perturbed simulations are listed ifTable I). This emphasises the importance of considering
Table I. For most cases, the bias is two orders of magairange of diagnostics when assessing the impact of per-
tude smaller, demonstrating that the total rainfall in thigrbations.

case study is primarily dictated by the large-scale conwv e
tive forcing. While the perturbations can alter the timin .4,

and location of particular storms, they do not affect tt

time-space averaged moisture budget.

RMSP [mm]
as

The largest biases, of the order of a few percel e

occur for a subset of simulations identified in Section 6 1t

as leading to significant changes in cloud distributio

o n szl I I I I ,
2 4 6 8 10 12 14 16 18 20

specifically,c24A1, 08A1, c0Al and IC-1. If a pertur- Time UTC

bation field is applied to the initial conditions, the rainsigyre 9. Evolution of the RMSP for six single-perturbatisimu-

. p . lations with different perturbation amplitudes (0.01 K ight grey
fall increases throughout the course of the simulation that, 1 « in black) and application times (in the initial coiits as

follows. whereas in the K sequential-perturbation Sim_dot-dashed lines, at 0700 as dashed lines, at 0830 as sa&ivlith
, a p filled circles and at 1000 UTC as solid lines with filled trides).

: . . . auss = 24km in each case. Also shown are the RMSP for the
ulations total rainfall is reduced. The reduction OCCUggquential-perturbation simulation®4 A1 (black solid line with-
t symbols) and24 A0.01 (light grey solid line without symbols).

Imes along the horizontal axis refer to the beginning oftber of
offset by a positive bias later (not shown). These results accumulation.

primarily between 0500 and 1500 UTC, albeit somew

highlight the point that the model is sensitive to strong ) )
The RMSP curves for the 0.01 K simulations show

perturbations at early times, and also suggest that per- ) ) ) .
important changes with the time of perturbation applica-

turbations affecting the spin-up phase of the model can o _
tion. The 1C-0.01 run exhibits a clear change in growth

produce markedly different results to those applied later
rate after 0600 UTC. For the 0700-0.01, 0830-0.01 and

on 1000-0.01 simulations strong RMSP growth rates are
The RMSP of the single-perturbation simulations echieved after around an hour, as opposed to five hours for
shown in Figure 9 together with that of the4Al and both the sequential and IC perturbations. This is condisten
024A0.01 simulations for comparison. The behaviour favith the hypothesised sensitivity of perturbation groveth t
the single-perturbation simulations is broadly similar the state of the boundary layer, as discussed earlier in this
that for the sequential perturbations. Of particular netegection.
that the IC-1 and 1C-0.0.1 simulations behave similarly In some cases with the 1 K perturbation amplitude the
in RMSP terms to their sequential-perturbation countd&#MSP reaches a clear saturation level. In general though
parts,c24A1 ando24A0.01 respectively; the differencahe later a single strong perturbation is applied, the less

between the single and sequential simulations lies withilkely the RMSP is to reach saturation and the smaller

the spread of the ensemble generated through differette RMSP at the end of the simulation. The maximum
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growth rate of RMSP also Qeuiesly ilsingle petiier Prijains/ieldw glogitalisd@egrainy only in the perturbed orrage 22 of 27
are applied later (Table I), clearly showing that pertugbirtrol simulations are now considered. For the two smaller

early in the day is most effective in producing perturbatigrerturbation amplitudes these two sets of points exhibit
growth. broadly similar behaviour. The simulations with01 K
perturbation amplitude start to generate points with a dif-

ferent rain status to the control simulation (i.e. raining

6.4 Intensity and displacement errors
in the perturbed run but not in the control or vice versa)

A decomposition of the squared RMSP was presentedhiyund1-2 h after such points are generated (y K
Section 4. The number of rainy points in the control Simkb'enurbation simulations (Figures 10(d) and 10(f)). Once
lation has been shown earlier, in Figure 1, and is equb/roduced though, the growth rates of the MSP contribu-
alent to Ncommon + Ncontror. Here we discuss thetions and of the fractions of those points are similar, sb tha
decomposition for the sequential-perturbation simufeioihe same timing difference remains perceptible throughout
based on Figure 10 which shows the three contributifigs remainder of the simulations. With these perturbation
MSP components on the left and the fractions of each YRR plitudes, the MSP contributions from PERTURBED

of rainy grid point (relative to the total number of rainyng CONTROL rainy points are roughly equal.
points) on the right.

Consider first the COMMON points, which are rainy By contrast, the simulations with K perturbation
in both the perturbed and control simulations. The pramplitude have a different pattern of behaviour for rainy
cipitation intensity at such points is altered in all of thbut non-COMMON points. As seen in the comparison of
perturbed simulations but more strongly and more quicklyl K and0.01 K simulations, more storms are displaced
for the larger perturbation amplitudes (Figure 10(a)).sThearlier for a stronger perturbation amplitude. However, at
contribution dominates the total MSP at early times. Coearly times thel K perturbations are more effective at
sistent with this observation, and with Figure 8, the MSHggering new storms than they are at suppressing storms
contribution from COMMON points grows more slowlyseen in the control simulation. Thus, the fraction of PER-
and reaches a peak at later times for decreasing pefWRBED points and their contribution to MSP grows
bation amplitudes. For a perturbation amplitudeldf, rapidly up to around 0700 UTC (Figures 10(e), 10(f)).
the fraction of COMMON points decreases from thBeyond that time, the ability of the perturbations to trig-
start of the simulations (Figure 10(b)). Indeed, by aroug@r new storms, and the intensity of such storms, increases
0700 UTC most of the rainy grid points in these simwnly slowly if at all. Interestingly, the growth of the frac-
lations differ from those in the control simulation. Thugjon of CONTROL points, and their contribution to MSP,
thel K perturbations are extremely effective from the ougppear to stall at around the same time (0400-0600 UTC,
set at both displacing storms and altering the intensityeijures 10(c),10(d)), indicating a reduced ability1oK
COMMON storms. By contrast, at the same time in theerturbations to alter existing storms. Thus, we can see
simulations with weaker perturbation amplitudes the ratinat the period between 0600 and 0800 UTC is a criti-
occurs in predominantly the same locations and at simital one for the development of storms. It is during this

rates to the control simulation. time that perturbations of weaker amplitude first become
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Figure 10. Panels in the left-hand column show the coniobstto the squared RMSP from the grid points that are cladsds (a)

COMMON, (c) CONTROL and (e) PERTURBED. Such points, andrtleentributions to the squared RMSP, are defined in Section 4.

Panels in the right-hand column show the fractionsNBpvvon /N, (d) Ncontror /N and (f) Neerrursep /. In all panels, results

are shown for nine sequential-perturbation simulatiorth different perturbation amplitudes (0.01K in light gréyl K in dark grey and
1K in black) and standard deviations (24 km as solid lines ifted circles, 8 km as solid lines and 0 km as dashed lines).

effective at displacing storms. The K perturbations It was noted in Section 6.3 that until mid-afternoon the
meanwhile are extremely effective at producing addiequential-perturbation simulations with< perturbation
tional storms, without greatly suppressing the triggerirmgnplitude produce a little less rain in total than in the con-
of storms in the control simulation (note the small MS#ol simulation. Recalling this point, the results abova-co

contribution from CONTROL points prior to 0700 UTC)trasting CONTROL and PERTURBED points imply that
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up to 0700 UTC, the K pegusbasiynsonustl be taliertyal Meldwe onsgenti@deistperature was perturbed at aFixgsi24 of 27

at reducing the strength of those storms that are in COMedel level within the boundary layer, usually a little
MON between the simulations. In essence, the strong palsove the lifting condensation level (sensitivity studies
turbations produce more, but less intense, storms at sghewed little sensitivity to the height of the perturbajion
time. Various perturbation amplitudes and horizontal length-

For much of the morning the storms present ongcales were considered, and perturbations were applied
in the control simulation are strongly affected by theither once only (at various specific times) or else sequen-
1 K perturbations. From about 1000 UTC the fraction dially (applied every 30 min. throughout the run and uncor-
such points remains constant or increases only slightglated in time). In all cases the perturbation fields gener-
whereas their contribution to the MSP decreases date alternative realisations of the flow that are consistent
ing the late morning and early afternoon. Therefore, wvith the large-scale conditions (large transient changes i
average the intensity of these storms decreases. Comjfwr-model evolution are not created, nor do the changes
ing Figures 10(e) and 10(c), we also note that the PEIRthe convective-scale evolution significantly modify the
TURBED storms are stronger than the CONTROL stornt&yge-scale conditions).

in the afternoon and evening.
g Diagnostics were carefully selected to elucidate both

In general the MSP decomposition is only slightl
g P y s19 Yhe direct (within one timestep) and indirect effects (as

sensitive to the standard deviation of the perturbations .
P evolved by the model) of the perturbations on the model.

auss, particularly for the perturbation amplitude 0.01 K, . . . . .
e P y P P Motivated in part by hydrological considerations we have

However, for the larger amplitudes there are indications ip i . o )
also developed diagnostics to distinguish changes in pre-

the #8A1 ando8A0.1 simulations that the 8km standard. . = . . . . :
cipitation intensity from changes in the location and dis-

deviation is consistently the most effective at displacinﬁ .
tribution of clouds.

the storms.
The direct effects of the perturbations on CAPE are

7 summary and conclusions small, except for a very few points where the strongest
perturbations generate or remove a convective lid. These
The processes leading to the growth of convective-scafeate the conditions for changes in storm location and so
model-state perturbations (specifically perturbations fawvour localised perturbation growth. Similarly, there ar
potential temperature), and the sensitivity of the pedurtsome direct, localised, effects on the condensate at the per
tion growth to the perturbation characteristics, have betembed level. The perturbations also have a direct effect on
investigated for a case study from the CSIP field catie model's boundary-layer types, leading to a switching
paign. The case was chosen because it was strongly upptthe type at some grid points (at up to 7% of points in the
level forced but with detailed mesoscale/convectiveescadlomain for the largest amplitude perturbations; Table II).
evolution that was dependent on smaller-scale proces&sch switches will change the model evolution by activat-
The focus of this study is the identification of processey different parameterisations and causing differenf-coe

leading to perturbation growth — determination of the reficients to be used within the parameterisations. On the

ative importance of these processes is left as future wol&tger scale, the direct effect is the generation of Lamb and
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pressure and vertical velocity) throughout the domairator of perturbation growth because it is not sensitive to
Such waves will produce a slightly different environmenmportant features but, on the other hand, that the non-
tal profile into which the convective plumes ascend. linearities of the atmosphere are such that the saturation

) ) level of perturbation growth is relatively independent of
Continued perturbation growth throughout the model

. . . the perturbation amplitude.
integrations has been analysed in terms of the evolv-

ing changes to boundary-layer types, cloud distributions The spread in RMSP due to changes in the horizontal

and root-mean-square error of the hourIy-accumuIaﬂ@thhscale of the perturbations is similar to that gemerat

precipitation (RMSP). Overall, the amplitude of th8Y alternate realisations (different random number seeds)

perturbations is the main determinant of perturbatié!Yith identical perturbation characteristics. Howeveerth
growth, although the perturbation lengthscale and sfye€ indications of systematic dependences on lengthscale

gle/sequential character do have a modulating role & Some aspects of timing of perturbation growth, storm

some of the diagnostics. displacement and generation. In addition, for the largest

amplitude perturbations, smaller lengthscales result in

There are various indications that qualitatively differ-
more, but smaller, clouds.

ent perturbation growth behaviour occurs for strong (1 K)

. . Finally, some qualitative differences have also been
and weaker (0.1 K and 0.01 K) amplitude perturbations. In 4 d

. p found in the response to strong perturbations applied to
various respects, the effects of strong perturbationsare n

: . . . lt(he initial conditions. These differences are not apparent
simply a more intense version of the effects seen in weaker

. . . o . from the RMSP but can be seen in the cloud distributions
perturbation simulations. Relevant indicators include th

and the sign of the small precipitation bias. At least fos thi
extent of boundary-layer switching, the cloud size and { precip

. . case, the model may be sensitive to perturbations applied
number, the timing of RMSP growth and various aspects y P PP

. . d\,lring spin-up, before it has balance-adjusted the initial
of storm displacement and generation. For example, early

in the day strong perturbations are highly effective attrigonditions Interpolated from a coarser grid.
gering different storms, but less effective at suppressing
the storms found in the control simulation. The weaker
perturbations do not generate or suppress storms (or result
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