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1 Introduction

The accurate parametrization of radiative transfer is otre¢ importance to climate simulations, as well as

being an important aspect to numerical weather predictiodeis. However, substantial errors remain in the
representation of clouds, in particular the effects ofrteebgrid distribution on gridbox-mean fluxes and heat-

ing rates. This is a critical area requiring attention, sinloud radiative feedbacks are implicated as a leading
source of uncertainty in climate prediction. This artideritended to give a broad overview of radiative trans-
fer in the presence of clouds, from its foundations in clzdstlectrodynamics through to recent methods for
parametrizing subgrid cloud structure. It is aimed at thativee newcomer to atmospheric radiation, although

hopefully radiation gurus will find it interesting as well.

We start in sectior? by showing how atmospheric optical phenomena arise fromsimele process at the
microscopic level, and how these phenomena may be demtmusfiram numerical solutions to Maxwell’s
equations. We then discuss the derivation of the two-streguations, which lie at the heart of almost all
operational radiation schemes. In sect®bmwe show how these equations may used to treat be discretized
in the presence of inhomogeneous clouds, covering both eélxe McICA and Tripleclouds methods. The
computational resources assigned to representing théraipeariation of gaseous absorption and the spatial
variation in clouds is compared. The structure of clouds beglescribed observationally in terms of the degree
of horizontal inhomogeneity, the vertical overlap of cldaalindaries and the overlap of cloud inhomogeneities.
In section4 we review the relevant observational studies, and thendiioseb use consensus values describing
cloud structure to estimate its global impact compared ¢d‘ftiane-parallel” representation assumed in most
current schemes. The challenge presented by 3D radiafeet®fs reviewed in sectiof, and in sectiory we
discuss some of the remaining frontiers of radiative trangérametrization with regard to clouds.

2 From Maxwell to the two-stream equations

2.1 What isradiation?

Whether light should be thought of as particles or waves kas la matter of debate in physics for centuries.
The earliest experimentally based treatise on optics wabrbgl-Haytham (1021), who with remarkable pre-
science proposed that light was composed of tiny partidiesacterized only by their energy, predating the
modern concept of a photon by almost 900 years. The earlmspehensive wave theory of light was by
Huygens (1690), developing extensively the ideas of Déssand Hooke. But with Newton (1704) holding

to the particle view, it was not until Young’s demonstratioinoptical interference patterns in the early nine-
teenth century that waves became the preferred model. The taory culminated in Maxwell’s unification

of electricity, magnetism and light in 1873, which also pigile light on the same footing as electromagnetic
waves of other wavelengths, such as infrared radiatiorodesed by Herschel earlier in the century. However,
the particle theory made an unexpected comeback in the weelytieth century, with Planck and Einstein

demonstrating that black-body radiation and the phottiéteeffect could only be explained by radiation oc-
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curring in discrete packets of energy. The most completerg®n we now have of electromagnetic radiation
is quantum electrodynamics, formulated by Feynman and®otinethe 1940s. In this theory the wave and
particle views are reconciled (at least mathematically}hat a photon’s path has a probability distribution that
is determined by the interference pattern of a wave-funagioverned by the laws of quantum mechanics, but
which nonetheless behaves similarly to a classical wavenaHarge number of photons are considered.

Hence, in the same way that Newtonian mechanics is a pgrfaddquate approximation for representing
non-relativistic geophysical fluids, so Maxwell’s clagditheory of electric and magnetic fields is perfectly
adequate for describing th@opagationof radiation in atmospheric applications. The one area war do
need to consider quantum effectseimission(and, by Kirchoff’s law, absorption): here the energy anddee
wavelength of emitted photons is determined by internatgnkevels in the material and the Planck function,
which in turn are governed by quantum mechanics. But Maxsvetjuations may be used as the starting point
for all other aspects of atmospheric radiative transfer.

2.2 How Maxwell’s equations describe atmospheric phenomena

The incredible richness of atmospheric optics, includilgrmpmena such as mirages, rainbows, the varied
colour of the sky and the silver lining around clouds, can thens to originate from a single process that
occurs when an electromagnetic wave impinges on a diadeuotaterial: charges in the material oscillate under
the influence of the incident electric field and radiate etaohgnetic waves at the same frequency. We now
describe this process and demonstrate numerically howdsléo familiar optical effects.

The propagation of atmospheric radiation is governed bywds curl equations, which describe the time
evolution of the electric and magnetic fieldsandB, and in their most fundamental form may be expressed in
Sl units as

0B
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where] is the total current density (in A nf) andgg is the permittivity of a vacuum. Here and in all subsequent
equations, vectors are shown in bold. In a vacuum, the dudemsity may be set to zero and the resulting
equations can be combined to form a wave equation that sigpparves of any frequency, but all of which
travel with the speed of light.

Virtually all the materials encountered by radiation injadarney through the atmosphere are poor conductors,
so may be treated afielectricsin the way they respond to an incident electromagnetic fiélddielectric

is composed of negatively charged electrons that are “Dotmngositively charged atomic nuclei. When an
electromagnetic wave passes into a dielectric, a partidie ehargeq will feel a force given byF = q(E +

v x B), in addition to the forces that bind it into the atom or molecun practice the velocity of the bound
particlev is much smaller than the speed of light, so ¢fieterm is dominant. Thus the positive and negative
charges will be perturbed by a small amount in opposite times, and we may assume that the amplitude of
thedipole momeninduced in each atom or molecule is proportional and patalitne externak field. Hence

the sum of the dipole moments in a unit volume, plodarization densitymay be written a® = gyXE, where

X is the dimensionlesslectric susceptibilityof the material, a frequency-dependent measure of howyaasil
polarizes. In practice, the dipoles behave as damped simpheonic oscillators, where the damping represents
energy being transferred into thermal motions in the meditlihis results in the induced polarization density
not oscillating perfectly in phase with the external eliecfield, but lagging somewhat behind. This effect
may be represented by using a complex numbejfaf we write the electric field in time-harmonic form as
E = Eo€™, wherew is the angular frequency, then the induced polarizatiorsitieis P = o| x |€(“+ %), where

the phase shifip is simply the argument of the complex electric susceptybibince the phase shift is negative
(a lag), the imaginary part of is negative and smaller than the real part.
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The oscillating dipoles constitute an alternating electurrent, with current density given ky= dP/ot.
From @) we can see that an oscillatidgwill generate an oscillating electric field, which will inrtu excite
electromagnetic waves. It is this scattering on a microsclgwel, and the resulting pattern of constructively
and destructively interfering waves, that lead to optidedats. It turns out that the amplitude of the electric
field of the scattered wave (sufficiently far away from theotys) is proportional to the rate of change of the
current, and hence to thaccelerationof the dipole momentsg?P/dt?. The second derivative of the time-
harmonic form ofP (above) is proportional te?. Since the power in a wave, equal to the intensity of the
radiation, is proportional to the square of the wave amgidifihe intensity is proportional w®.

We represent the effect of the current by substituting 0P /dt = eoxdE/dt into (2) to yield edE/dt =
c?0 x B, where thedielectric constantor “relative permittivity”) of the medium is defined @s=n? = x + 1,
andn is the familiar refractive index. But what do we do about thetfthate may be complex? From the
time-harmonic form off it may be shown thafE/dt = iwE. Hence, if the real and imaginary parts of the
dielectric constant are = & —ig;, then we may write

O0E sw_ 2

—=—-E+—0OxB. 3

ot & + & x 3)
Thus it can be seen thatacts to attenuate the electric field, constituting absonptif energy from the wave.
This makes sense, since it originates from the damping afnibtgon of the oscillating dipoles and transfer of
this energy into heat.

We now have two equationsl)(and @), that conveniently describe how an electromagnetic wavpggates

in a dielectric. We could proceed to explore analytically thany consequences and applications of Maxwell's
equations (e.g. Chapters 18-37 of Feynman et al. 1964), mgtaorologist’s instinct is to discretize these
equations and perform a numerical “forecast” of the evotutf the fields for a variety of different distributions
of €. This is known as the Finite Difference Time Domain (FDTD)thusl, and the most natural way to do it
is on the grid devised by Yee (1966), which is staggered ih biote and space. For simplicity we consider a
two-dimensional solution in they plane in which the electric field oscillates only in thdirection, resulting

in the magnetic field only having components in ¥rendy directions. We definEgi’j as thez component oE

at timestem and at gridpoints and j in thex andy directions respectively. The curl terms are most accuyratel
discretized by placing thBy points half way between th, points in they direction, and thdy points half
way between thé&; points in thex direction. As we alternate between calculating the ele@nd magnetic
components, it makes sense to locate them half a timestep dpaus, the first step is to evolve thiefield
from thekE field:

n-1/2 At

n+1/2 o .

Bx;i.,j-',-1/2 T OUxij+2 T Ax (EZ;i7j+1 o Egi-,j) ' (4)
12 pnel)2 At

By;i+l/27j T OViHL2) T Ax ( Q;LJ' - 2i+l,j) ) (5)

whereAt is the timestep andx is the spatial resolution in both theandy directions. The second step is to
evolve theE field from theB field:

1 &;:j,j WAL c’At n+1/2 n+1/2 n+1/2 nt+1/2
EQIJFJ - EQ;LJ' exp(— & * &r:i jAX (By;i+1/27j B By;i—l/z,j - Bx;i,j+1/2+ Bx;i,j—l/z) ) (6)

whereg; andg, are discretized on the same spatial gridccasPlane waves can be initialized by adding a row
of dipole oscillators at one side of the domain, essentiaiiytroducing a-J /& term on the right-hand-side of
(3). To prevent reflection from the side of the domain, it is mseey to add a few rows of absorbing material
at the boundaries.

Figure 1la shows a snapshot & from a simulation in which a wave initialized at the bottomtloé domain
propagates into a region with a left-right gradientofThe bending of the wave towards the region of larger
demonstrates the process of atmospheric refraction, vidielsponsible for mirages (where light bends towards
the larger refractive index of the colder air), and also thiensnering of light over a hot surface. Figuté
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(@) (b)

Figure 1: Instantaneous snapshots of the z-component oélgwric field for 2D (x-y) simulations of
an electromagnetic wave propagating into the followingtritisitions of dielectric constant: (a) a gra-
dient increasing from left to right, (b) a single pixel ef= 4 in a vacuum, and (c) a circle of = 4

in a vacuum. Note that in panels (b) and (c) the field that waaddur in a vacuum has been sub-
tracted, to leave just the scattered field. Animations ob¢hand many other cases may be found at
http://ww. net.rdg. ac. uk/ cl ouds/ maxwel | /.

shows the scattered field when a wave is incident on a singtdedrepresenting a scatterer much smaller than
the wavelength; note that the scattered field is sinfiplyninus thek, that would occur without the scatterer.
The result is that the dipole radiates equally in all ditsi. This is the same mechanism by which nitrogen
and oxygen molecules in the atmosphere scatter sunlighttraw* dependence of the scattered intensity
(discussed earlier) explains why the sky is blue. It sho@dhbted that because we are performing 2D rather
than 3D simulations, we have really simulated the scatjeiiom a wire that extends infinitely in a direction
perpendicular to the page, but essentially the same balragiobserved in 3D. Figuréc shows the same but
for a scatterer larger than the wavelength, which couldasgnt a cloud droplet or an aerosol particle. This time
more of the energy is scattered forward, and the angulaitiigon of the scattered amplitude has much more
structure. The preference for forward scattering explaing the edges of clouds illuminated from behind tend
to have a “silver lining”, while the wavelength-dependeattern of scattering in the forward direction explains
the coloured corona that is often seen around the moon wtlisrviéwed through thin clouds. An obvious
example of the angular scattering pattern in the backwamgttidon is a rainbow, which occurs for drops much
larger than the wavelength.

It is remarkable that the same equations can explain suclle veiriety of atmospheric phenomena when all
we have changed is the spatial distribution of dielectrigstant. Underlying each phenomenon is the simple
process that a dielectric in the presence of an incidentiatiag electric field will radiate radiation in all direc-
tions, yet the pattern of constructive and destructiveriatence can be completely different. Animations for a
wide variety of distributions of may be found albt t p: / / www. net . r dg. ac. uk/ cl ouds/ maxwel | /,

and in addition to demonstrating scattering from differemgets, they demonstrate the workings of instru-
ments such as a diffraction grating, a Michelson interfetan a dish antenna and a Campbell-Stokes sunshine
recorder.

The FDTD method described above can be used to calculatecditiersng and absorption properties for in-
dividual arbitrarily shaped particles, including the threyalar distribution of scattered power, and indeed it is
used for light scattering by ice particles (Yang and Liou@P%However, it can be very computationally expen-
sive for particles large compared to the wavelength, beches grid spacing must be much smaller than the
wavelength to adequately resolve the waves. Therefore efiogent time-independent methods are usually
preferred; for spheres of uniform dielectric constant lsas liquid droplets), Mie (1908) provided an exact
solution in terms of a series expansion. For non-spheriagtigtes, there are a range of methods that were
comprehensively reviewed by Mishchenko et al. (2000).
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2.3 Theradiativetransfer equation

We have seen that Maxwell's equations are sufficient to malil@lspects of the propagation of atmospheric
radiation, and for calculating the detailed scatteringoprties of individual particles. Yet they are clearly im-
practical for macroscale radiative transfer in the colurha General Circulation Model (GCM). It is desirable
to express radiation in terms ofradiance [2), which is the power density in directidi per unit frequency
(or wavelength), giving it units W r? sr- Hz2. It was shown by Mishchenko et al. (2006) that an equation
governing the relationship between radiances may be derigerously from Maxwell’s equations, provided
that the following reasonable assumptions are made:

e Time dependence is ignored, which is valid since in the toakesof an individual photon to transit the
atmosphere, atmospheric constituents can be treatediasatg and the sources of radiation (the sun in
the shortwave and the surface and atmosphere in the lonyj@mrecontinuously.

e Atmospheric particles are present in large concentraomsare randomly separated, which means that
the phase difference between radiation scattered frorerdift particles is random, and enables their
intensities to be summed incoherently.

e There are no propagation effects due to the wave nature @ti@u except around individual parti-
cles. Therefore there is no diffraction around macroschjeats such as clouds and no refraction from
macroscale gradients in refractive index.

e The polarization of the radiation is ignored; this is not asemtial assumption, but in terms of calculating
heating rates and surface fluxes, polarization is irrelevan

The result is the monochromatiadiative transfer equation:

Q-01(Q) = —Bd (Q)—i—f—f_{Anp(Q’,ﬂ) 1(Q)dQ + (). 7)
The term on the left-hand-side expresses the rate of chdige adiance with distance in directiéh The first
term on the right expresses the rate of loss by absorptiocaitesing, wherege is the extinction coefficient
(in m™Y), the reciprocal of the mean-free-path. The second termherright expresses scattering into the
directionf2 from all other directions, as governed by the scatterindficient 3s. The scattering phase function
p(fY', Q) expresses the normalized fraction of energy incident inveretor direction()’ that is scattered into
directionQ2. The final term represents sources of radiation; in the l@vgwhis is simply thermal emission by
the atmosphere.

Given a 3D distribution of scattering and absorption prapsy and with suitably specified boundary conditions,
this equation may be solved directly. If the full 3D radiamtistribution is of interest, then the leading freely
available code is the Spherical Harmonics Discrete OrdiMathod (SHDOM) of Evans (1998). If integrated
guantities are required [e.g. over angle to obtain irrackan(or “fluxes”), over a horizontal area to obtain
domain-averaged values, or over the spectrum to obtairddyaad quantities], then the Monte Carlo method
is usually more efficient.

Explicit 3D radiative transfer is not efficient enough foeus a GCM, and so the following further assumptions
must be made:

¢ All horizontal structure is ignored, so the atmosphereegdnly in heightz while in the horizontal it
is treated as infinite and homogeneous. Alternatively, @repicture a finite atmospheric column but
with periodic boundaries so that radiation exiting one s@enters on the other. This is known as the
plane-parallel approximation.

e Radiances in all directions are represented by only twarelisairections, one into the upward hemi-
sphere and the other into the downward hemisphere (the ergtt differs between approximations).
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The exception is unscattered radiation from the sun, whidalculated separately. This is known as the
two-stream approximation.

e The detailed structure of the phase function cannot be septed in the two-stream approximation, and
in fact it is only necessary to characterize the phase fondiy a singleasymmetry factocefined as the
average of the cosine of the scattering angies: (cosf).

Clearly these assumptions are much less justifiable thae thh@de in deriving7)), and ways of correcting the
consequent errors are described in much of the remaindbisaditticle. The derivation is clearly explained by
Petty (2006) and results in the two-stream equations @writis one for brevity):

+

iul%:—<ﬁe—ﬁs#> Fi+le—ZgF¢+si. (8)
These equations describe the interaction of the upwelliraglianceF * and the downwelling irradiance —,
and have been written so that the terms can be traced easity(f). The term on the left is prefixed b,
in order that it represents the rate of change of flux in theatiion that the radiation is travellingi; is the
cosine of the angle from zenith or nadir that is regarded e@gsréisentative” of radiation travelling in all upward
or downward directions. Usually a value of 0.5 or 0.6 is usedresponding to angles of 60r 53 (Fu et al.
1997). The first term on the right corresponds to extinctismna7), but is reduced by a factor that accounts
for scattered radiation that remains within the same hdmisp The second term on the right corresponds to
scattering from one hemisphere to the other, while the farahtplays the same role as the source tern¥)n (
It is easy to check the behaviour for different valuegoif the scattering is isotropiag(= 0) then half of any
scattered radiation will remain in the same hemisphere lamdther half will enter the other hemisphere. For a
greater degree of forward scattering{@ < 1), increasingly more scattered radiation remains withehngame
hemisphere.

In a GCM radiation schemdg3. may be calculated as the sum of the contributions from anydigroplets,
ice particles and aerosols that may be present in the gridit®xertical integral is simply the optical depth.
In generalfe is wavelength dependent, but in the case where the meagleasize is much larger than the
wavelength (i.e. excluding most aerosols), geometricce@pplies and we may write:

_ 3P0 |, 3Pa0i
20Tel  2pifei’

whereq; andg; are the mixing ratios of liquid and ice provided by the GCMjl&lp,, oy andp; are respectively
the densities of the air, liquid water and solid ice. Thealalgésrg andrg; are theeffective radiiof the liquid
droplets and ice particles and are typically prescribedadt effective radius is definesb that(9) holds. The
asymmetry factog and the single-scattering albeflg/ B of ice and liquid are both parametrized as a function
of effective radius.

Be (9)

It should be noted that in many applications not all of thauag®tions between7j and @) need to be made.
For example, the popular radiative transfer code “DISORSta(mnes et al. 1988) makes the plane-parallel
assumption while fully resolving the angular radianceristion. Likewise, Liu and Weng (2002) presented
a version of the two-stream equations that retained theipateon information, for use in passive microwave
remote sensing, while Hogan and Battaglia (2008) presentiete-dependent form of the two-stream equations
that enabled multiple scattering from instruments suctadarrand lidar to be modelled efficiently.

We have covered a lot of ground in a short time: from MaxwelEscription of microscale fluctuations in the

electric and magnetic fields to the two-stream equationsateused in GCMs. Perhaps unsurprisingly, the
chronology of developments in the field of radiative transdgoprecisely the reverse of the order that they have
been presented here. The two-stream equations were fissinteel by Schuster (1905) in the context of stellar
atmospheres, their derivation relying on considerationenergy conservation rather than consistency with
Maxwell's equations. Interestingly, Arthur Schuster wasrking with Maxwell in Cambridge at the time that

he published his great treatise on electromagnetism. Raglimansfer was presented in much more general

6 ECMWF Seminar on Parametrization of Subgrid Physical &ses, 1-4 September 2008



HOGAN, R. J.AND J. K. P. $HONK: RADIATION PARAMETRIZATION AND CLOUDS

terms by Chandrasekhar (1950), and was first applied to ndorm media by Giovanelli (1959). Yet only
recently has the rigorous derivation of the radiative timnequation (with polarization) from classical electro-
dynamics been made (Mishchenko 2002), putting the twaustrequations on a firmer theoretical footing.

3 Solving the two-stream equationsin cloudy atmospheres

3.1 Theindependent column approximation

The task of a GCM radiation scheme is to provide “total” fluges (in W m—2), as a function of height, that
represent an average over the domain in which it is expeotadtf such as the horizontal area of a grid column
and the temporal duratiom of a timestep (or several timesteps in the common situatiah the radiation
scheme is called infrequently). Since the properties ofatineosphere vary in space timet, frequencyv,

and can depend on the angle of incidence of the radi®ioradiances are also a function of these variables.
Therefore we can think of a radiation scheme as a multi-dgioel integration over the radiance distribution:

Fti(z):i//// |(z,9Q,%,v,t) udQdv dxdt, (10)
TAJT /A Jon

where u is the cosine of the zenith angle consistent with direcfibnThis is actually a six-dimensional in-
tegration, sincel represents the azimuth and elevation dependence of trencadiand represents varia-
tions in bothx andy (with A the area of a gridbox). Integration over frequency is takem¢lude the long-
wave and shortwave. The horizontal-mean heating rate duadiation is then given byT /dt| adiation =
—(paCp) 10(R" — R )/dz whereC,, is the specific heat capacity of the air.

If a calculation is being performed in which the horizont&tdbution of cloud properties is known, then a
common approach to estimatintQj is the Independent Column Approximation (ICA), in whicle tontinuous

3D distribution of cloud is treated as a finite number of inglegient columns that each behave as if they were
horizontally infinite and homogeneous. An equivalent agsgion made in frequency space is that there is no
energy transfer between frequencies, which is much moid (@bman scattering is the exception, but has
around 10° the intensity of Rayleigh scattering). Hence integrati@erdrequency can be performed by a
discrete number of independent column calculations. lis@a@mmon, we neglect the time dependence of the
cloud field during the period, then (L0) can be represented as a double summation:

R (2) ~ 1 Sy FE(2)Av; (11)

whereFﬁ is the flux for wavebandand spatial columrj, calculated by solving the monochromatic two-stream
equations given byg). But how large shouldN, andNx be for an accurate solution?

In frequency space, the very rapid variation of gaseousrptien with frequency can be treated by dividing
the spectrum up into wide bands in which the solar flux (in th@tsvave) or Planck function (in the longwave)
is approximately constant. Within each band we perform erdie integration not over frequency, but over
absorption coefficient, taking advantage of the high degfeertical correlation of the spectrally dependent
absorption. Thus the interpretation of the summation oue(11) is now ofN, calculations for representative
absorption profiles with weightav;, but which do not map directly to contiguous regions of thecsmm.
This is known as the correlated-k-distribution method.(kagis and Oinas 1991, Petty 2006), and the number
of independent calculations used in climate models is oérooche hundred. In the Rapid Radiative Transfer
Model (RRTM), a version of which is now used in the ECMWF mo(dbrcrette et al. 2008), a total of
N, = 252 calculations are required in 30 bands. The Met Office Nges115 for climate and global forecasting
applications andN, = 55 for mesoscale forecasting.

In the horizontal dimension, the variability in absorptiand scattering is caused not by gases but by clouds,
and one would expect at least 50 columns to be necessaryrses the full distribution of cloud within a
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Table 1: Comparison of the four different dimensions ofgraéon carried out by a radiation scheme, as
represented by the integrals ih().

Dimension  Quadraturepoints How well isdimension known? Consequence of poor resolution

Timet 1/3 (e.g. every 3 h At the timestep of the model Changed climate sensitivity
for a model with a (Morcrette 2000), poor diurnal
1-h timestep) cycle (Yang and Slingo 2001)
Angle 2 (occasionally 4  Well, except for some +6 W m~2 (Stephens et al.
for the four-stream uncertainty on ice phase 2001)
method) functions
Spacex 2 (clear and cloudy Poorly, due to the unknown ~ 20 W m? long-term regional
regions) cloud distribution biases (see sectid)
Spectrumv  100-250 Very well Temperature biases, particularly

above the tropopause (lacono
et al. 2000, Li and Barker 2005)

Table 2: Comparison of some of the properties of the vanmtibgaseous absorption with frequency, and
the variation of cloud absorption and scattering with horital distance.

Gaseous absor ption Cloud absorption and scattering

Varies strongly with frequency but only a little with Varies strongly with horizontal position and
horizontal position due to gases being horizontallysignificantly with frequency

well mixed in a gridbox

Strongly correlated in the vertical, exploited by theWeakly correlated in the vertical, with the degree of

correlated-k-distribution method correlation depending on cloud overlap discussed in
section4.2
Well known spectrum for all major gases Exact horizontatritigtion is unknown

No transfer between frequencies, except for Ramathorizontal transfer can be significant, as discussed
scattering which is tiny in section6

gridbox, including the correlation of the cloud properiie®ne level with those in another. However, in typical
GCMs, Nx is essentially only 2: the horizontal distribution is reggeted by one clear-sky region and one
cloudy region in which the cloud properties are assumed todoeontally homogenous. In fact, the clear and
cloudy regions are typically not treated as two independehtmns, but rather as a single column containing
two regions at each level, the widths of which are dependetii@cloud fraction at that level. This is explained
in more detail in sectioB.4. The point to note is that, to a reasonable approximatianctimputational power
assigned to integration over frequencyNig/Nx ~ 50 times more than that assigned to integration in space.
This is summarized in Table which shows the typical number of quadrature points useddoh of the four
dimensions in 10). Table?2 specifically compares the frequency dependence of gasésosption with the
spatial distribution of cloud absorption and scattering.

An obvious question arises: are we spending our computer wisely? The accuracy—efficiency trade-off
suggests “not quite”, since the bias due to using dly= 2 is around 20 W m? in certain locations of the
globe (see sectioB) compared to random errors always better than 1 W for N, = 252 (Mlawer et al. 1996).

It should be pointed out that if we were to redidgeto 2 (e.g. to have a single shortwave and a single longwave
band and take no account of the spectral variation of gasebssrption) then the associated errors would
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certainly be much larger than 20 W but there is nonetheless a case for increasing the spasialution

at the expense of some of the spectral resolution. The higeason for the much poorer spatial resolution
is simply because the horizontal distribution of cloud i&knmwn (the GCM typically providing only cloud
fraction and cloud water content) whereas the spectralilalision of gaseous absorption can be accurately
calculated given the mixing ratios of the various gases.

The remainder of this document is therefore focussed onriblelgam of obtaining information on the spatial
variation in cloud properties from observations, and howejaresent this efficiently in a radiation scheme
without having to reduce the resolution in the other dimemsi We have not said much about temporal or
angular resolution in the integration, dimensions whighaso shown in Tablg. Although it is surprising how
well the two-stream approximation performs, some authaygeathat sufficient accuracy is only obtained with
four streams, or efficient combinations of the two- and fetneam methods (Fu et al. 1997). There is certainly
a case for a more rigorous examination of the trade-offs éetvall four dimensions, but full consideration of
the errors associated with temporal and angular disctitizés beyond the scope of this article.

3.2 TheMonte Carloindependent column approximation

Given the desire not to compromise on spectral resolutf@retis a need to find methods to resolve the spatial
variations of clouds without a significant increase in cotapianal cost. A simple method used by Tiedtke
(1996) was to scale the optical depth by a factor of 0.7, @angit to account for the fact that inhomogeneous
clouds are less reflective than their plane-parallel edgitalue to the convex relationship between albedo and
optical depth. However, it has since been shown that theogppte factor to use is a function of solar zenith
angle in the shortwave (Shonk and Hogan 2008) as well as défegent between the longwave and shortwave
and dependent on gridbox size (Pomroy and lllingworth 2008¢refore we require mehods that have a more
physical link to the distribution of water content within adipox.

The leading method currently is the Monte Carlo ICA (MclCAypposed by Pincus et al. (2003), which
replaces the double integral ih) by a single summation over frequency, but with the cloudilerpresented
to each band being a different realization of the underlyirapability distribution:

F() = NZ i@, (12

Raisanen et al. (2004) developed a method for stochligtgenerating cloud profiles given input information
on the variance of cloud water content and the degree oflatime between levels, and this is typically em-
bedded within operational implementations of McICA. Theatdage of this approach is not only that cloud
structure is represented, but also that the overall efiigiembetterthan the standard method of representing
clouds as horizontally homogeneous within the cloudy pleetch box. The reason is that insteadNgfcalls to

a solver capable of representing two regions at each heigtdgscribed in sectidh4), the cloud structure can
be represented by, calls to a simpler plane-parallel discretization of the stiieam equations (described in
section3.3). The additional cost of running the cloud generator isigége. A possible drawback of McICA is
that there is a large range of gas absorption for differerisjpdi the spectrum (different valuesidf so that even

if the cloud is represented well witd, columns, the cloud realization in each column contribuiéfisréntly

to the total flux, and resulting in a certain amount of “noisetmpared to a full ICA calculation. However, this
noise is unbiased and has been shown to have no effect onexéatbcasts. The McICA is now operational
in the ECMWF model (Morcrette et al. 2008). In secti®®, an alternative method known as “Tripleclouds”
is presented.

3.3 Discretizing the two stream equations

The two stream equations given ) describe the diffuse upwelling and downwelling fluxes iffedential
form, and need to be integrated over discrete layers of tim@sghere to be solved numerically. Figl®
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Figure 2: (Left) Schematic of a two-level horizontally hayaneous atmosphere with the reflection, trans-
mission and source coefficients (R, T and Bspectively) defined at each level, and the upwelling and
downwelling fluxes (F) defined between each level. The surface albedq.igRight) Schematic for the
same scenario but with each level split into two regions alanghich may be thought of as clear-sky and
cloud. The fluxes in this case are defined at the base of a neas! |

depicts a two-layer atmosphere in which the fluxes are defih&er boundaries, while the layers themselves
are described by a reflectanRea transmittanc@ , an upwelling source ter®" and a downwelling source term
S . Meador and Weaver (1980) provided expressions for theartiges in terms of the scattering properties
that appeared irg8]. In the shortwave the source terms correspond to scajterom the direct incoming beam
(including its scattering from the surface to yield the aoe source terr&!). In the longwave, the source terms
correspond to thermal emission by the atmosphere. Thus weamige the upwelling flux at layer interface

i —1/2 as the sum of transmission of the upwelling flux from layeerfacei + 1/2 (noting that the layer
indices increase downwards), reflection of the downwelflog at layer interface — 1/2, and the upwelling
source from layer:

Flip=TiF+RF,+S" (13)

In this way, six equations may be written for the six unknowxdis, and cast as a matrix problem (e.g. Stephens
et al. 2001, Shonk and Hogan 2008)

1 Fois S
1 R -T Fos =
T -R 1 Fls S
- = , 14
1 -R T Fl. 5 % (14)
- —R 1 FZ-?_S S
1 —as Fos S

where the spaces in the matrix indicate zero values. As thiexnmtridiagonal it is efficient to solve, and may
be extended to any number of levels.

3.4 Representing cloud fraction

The discretization in the previous section may be extenddtié case when we consider cloud to occupy a
fraction of the gridbox at each level. There is more than oag W tackle this problem, but the approach
discussed here is that taken in the code of Edwards and Slirgg6), depicted by the rightmost schematic
in Fig. 2. The clear and cloudy regions in each layer are denataddb, respectively, and each have their
own values of the coefficient®, T and S*. We define the upwelling and downwelling fluxes at the lower
boundary of each region, so for examplg! is the upwelling flux entering regioa of layer 1 from below,
which will depend on the contributions from regioagandb in the layers below. These will be dependent on
the cloud fractions in the two layers, and the degree of apebetween the clouds. Following the example in
the Edwards-Slingo code, we define upwelling and downwglliverlap coefficientssuch than)?’l /2 is the

fraction of upwelling radiation from regioxof layeri that enters regiog of layeri — 1. Likewise,\/i’iy1 /2 is the
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Figure 3: (a) Demonstration of the problem of anomalous honital photon transport, and its solution, for a
single layer of ice cloud with a visible optical depth of 20,e&ffective radius of 5fim and a cloud fraction

of 0.5, as illustrated by the grey region. (b) The correspogdipwelling shortwave fluxes calculated by
the Edwards-Slingo code for a solar zenith angle of,4& surface albedo of 0.5 and the US Standard
Atmosphere. Results are shown for the ICA (in which the caterun independently on the clear and
cloudy halves of the column), the “standard” solver essahtiutilizing (16) to describe the relationship
between the fluxes, and the “new” solver described in the t&®im Shonk and Hogan (2008).

fraction of downwelling radiation from regioxof layeri — 1 that enters regiopof layeri. Thus (L3) becomes
b @b
Fuaﬁ/z U2 0T iTi/z*’Ul 1/2 i u:i/z+ <Vi§e;./2R|a+Vi§1/2Ri ) Y1ty S +UP 1/2Sb+- (15)

Note that we are not permitting any downwelling radiationrégion b (denoted oy ,) to be immediately
reflected back into regioa. In the case shown in Figb, where the cloud fraction |s/:B inlayer 1 and 23 in
layer 2, the overlap coefficients between layers 1 and 2 waellifd = 1,UP2 = 1/2, V3@ =1/2 andVL = 1/2.

In the two-layer case there are now a total of ten fluxes tauet@l(noting that at the top-of-atmosphere, TOA,
we do not need to use separate regions), which can again thennas a matrix problem:

1
1 VgR-VoR —T2 —TP
a a
—x%ilb & R ' 1
05'1 1
1 —VARRS-VIERS —UfaTg —upTy
1 VPRV —UZRTR —UDRRTY
—VRETE  —VPeETR -R 1
—VPRTy —VPETy RS 1
1 s
1 s
Foss S
Fos UGsSE + U(?.s?‘fr
Fis -
E]zg Uaa$’1+$_u $+
15 _ +
“| R |7 uiaéswu =
Fa
%2 -
I:245 g
Fs s
Fos &
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This approach may be extended to more than two layers, asehéfd clearly the matrix is no longer tridiagonal
and so is less efficient to solve. Moreover, this treatmerdiaid fraction also has a problem with accuracy
when compared to the equivalent ICA calculation. Consitertsvave radiation illuminating the very simple
cloud shown in Fig3a. As in an ICA calculation, half of the incoming solar ragiatenters the cloud and
half proceeds through the clear half of the column and reattteesurface (of course, a modest fraction of this
will be absorbed or scattered by gases). In the ICA, radiatiothe clear column that is reflected from the
surface will then penetrate up through the clear air andpes@again, except for the small fraction intercepted
by gases). But in our matrix solution, the downwelling fluxesuld be horizontally homogenized in the single
clear region beneath the cloud that such half of the radiatfiected from the surface would enter the cloud
from below, and therefore be less likely to escape to spadgurd-3b compares the horizontally averaged
upwelling fluxes for a two-column ICA calculation and the masolution (the standard two-region solver of
the Edwards-Slingo code), revealing a significant biasufagsg the ICA to be correct). We refer to this as the
shadowing problemsince it is associated with the scheme being unable to cotbeting fact that part of the
clear-sky region is in shadow and the other part is not. lukhbe stressed that because this error relates to
scattering, it is much more significant in the shortwave.

One approach to tackle this problem was evident in the scheseé by Morcrette and Jakob (2000), which
uses three regions, splitting the two clear regions intoratpat is in the shadow of a cloud above it, and a
part that has no cloud above it. Shonk and Hogan (2008) foaraltarnative, more computationally efficient
solution. The details may be found in their paper, but esagnthey appealed to the physical interpretation
of how a tridiagonal system of equations is solved, and agptito the denser matrix problem associated with
more than one region at each height. In solving a tridiageystem, the “Gaussian elimination” step involves
proceeding up through the atmosphere and at each levelaaicuthe albedo of thentire atmospherbelow
that level, as well as the total amount of radiation emittednf below that level. The “back-substitution” step
then involves returning back down the atmosphere and edloglthe upwelling and downwelling fluxes using
these two variables. This process can be adapted to mutktigiens in a way that retains much of the efficiency
of the tridiagonal algorithm. In the case shown in Rg, it ensures that downwelling solar radiation in the
clear-sky half of the box at an altitude of 4.5 km “sees” theedb of the entire atmosphere below that level and
is reflected back up into the same region, rather than soméeirig reflected back up into the cloudy region.
Figure3b shows that the new solver based on this approach agreestaieréectly with ICA. This new solver

is now released with the Edwards-Slingo code.

3.5 TheTripleclouds approximation

Figure2 shows that the two-stream method can be applied both in admtally homogeneous atmosphere, and
with a division between clear and cloudy regions. However,Homogenization of the cloud within the cloudy
region still results in significant biases in fluxes, by makihe clouds too reflective for a given cloud water
content. In reality, there is a probability density funotiDF) of optical depth (or equivalently cloud water
content) across the cloudy part of a gridbox. The solutiothéoshadowing problem presented in the previous
section enables the two-stream scheme to be efficientiynéateto any number of regions horizontally, the
computational cost scaling linearly with the total numbgregions at all heights. But how many regions are
required to represent the PDF of cloud water content? Shiodkagan (2008) proposed the simplest possible
extension, “Tripleclouds”, in which three regions are uaedach height, one clear and two cloudy. It might be
expected that only two cloudy regions (one with high waterteot and one with low water content) would be
insufficient to represent the full PDF, but the method waswshtm work well using cloud-radar derived cloud
fields and treating the ICA as “truth”.

Figure 4 illustrates visually what the Tripleclouds approximatimeans when applied to a real ice cloud ob-
served by radar. There is some flexibility in choosing theeslof the water contents to use for the two cloudy
regions. If the full PDF is known then the best performanckgmwtested in a radiation scheme against ICA in
both the shortwave and longwave) was found by
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Figure 4. Comparison of the plane-parallel and Triplecleusthemes when applied to observational data:
(a) just over 8 h of radar retrievals of ice water content takeom Chilbolton, southern United Kingdom,
on 28 June 2003, and the same data when (b) the plane-paaaltE(c) the Tripleclouds approximations are
applied directly without any parametrizations or assurop$ that affect overlap. From Shonk and Hogan

(2008).

e Making the cloud fractions of the two cloudy regions the saineeeach being half the value of the “total”
cloud fraction;

e Setting the water content of the low water-content regiotinél16th percentile of the full distribution;

e Setting the water content of the high water-content regioansure that the gridbox-mean cloud water
content is the same as that of the full distribution.

In an operational context the full PDF is usually not avdéalor is explicit information on the overlap of the
regions in one layer with the regions in another (i.e. thei@glto use for the overlap coefficietdsandV).
Some cloud schemes (e.g. Tompkins 2002, Wilson et al. 20@8)npse the variance of cloud water content,
which could be used as input to Tripleclouds (or indeed Mgt there is a need to quantify the amount of
inhomogeneity that occurs in real clouds, and the degreédhichahey are overlapped.

4 Observations of cloud structure

This section provides a review of the available measuresneitloud inhomogeneity and cloud overlap, to
provide the necessary inputs for new radiation schemeé$ @si®¢1cICA and Tripleclouds) to represent cloud
structure globally.

ECMWF Seminar on Parametrization of Subgrid Physical Preeg 1-4 September 2008 13



HOGAN, R. J.AND J. K. P. $HONK: RADIATION PARAMETRIZATION AND CLOUDS

10 ¢ ‘
g O radar {
i O aircraft [
- MWR [
10* 3 * satellite H
e 5 ]
= L Shonk and Hogan (2008); ]
o I Rossow et al (2002); radar/microwave radiometer .
N 3 satellite (ISCCP)
% 10 E
3 - Sc, Ac, Ci ]
5 i ]
2 ok ¥ Ci ]
10°E D Cu -
g Hogan and lllingworth %ﬁ % o Ci ‘ *é
r (2003); radar Sc B . 1
r i Sc, Ci Sc arkgr et al (1996); ]
I Ci / satellite (LandSat) ]
101 \ | \ | \ \

0 0.2 0.4 0.6 0.8 1 1.2 1.4
fractional standard deviation

Smith and DelGenio
(2001); aircraft

Oreopoulos and Cahalan
(2005); satellite (MODIS)

Figure 5: Summary of the values of water content fractioreidard deviation found in the literature, versus
the horizontal scale of the measurements. The observagiensolour coded according to the instrument
type, and the cloud type is shown next to the symbol. Where iheincertainty over the gridbox size
(e.g. because the samples were taken over fixed periodserraitmer than space), an error bar is shown.
Adapted from Shonk (2008).

4.1 Horizontal cloud inhomogeneity

There have been numerous studies in the literature thatusea different observational datasets to quantify
the degree of inhomogeneity that is found in different typlesloud. In this section we compare them. The first
task is to convert the various measures of inhomogeneityarmommon metric. We use the fractional standard
deviation of in-cloud water content, defined simply fas= oy/w, wherew is the mean water content (or its
vertical integral, the water path, in some studies) apds the standard deviation of water content. Note that
for small values off,,, we find thatf,, ~ oj,. If particle size is assumed constant thigrwill be equal to the
fractional standard deviation of extinction coefficient,its vertical integral, optical depth. Clear-sky regions
are not considered in the calculation in any of the studiesgana and lllingworth (2003) used the fractional
variance, which is simply.2, while Barker et al. (1996) used a paramatet f 2.

The resulting values of,, are shown in Fig5. Since each study considered a different averaging areahwh
we might expect to be important, the results are plottednasgéie equivalent model gridbox size. Most studies
produced a single value for each cloud type, although Hogdrnldngworth (2003) reported a gridbox-size-
dependent relationship that is depicted by the blue diddmea The results are colour-coded according to the
observational method used. The blue and black points itediealar and aircraft measurements, respectively,
which are measures of fractional standard deviation at &cpkar height in the cloud. By contrast, the red
and cyan points are measurements by passive satellite anddzbased microwave radiometers, which are
measures of the fractional standard deviation of the \@iititegral of water content (or more exactly in the case
of satellite measurements, of the optical depth). We migpeet vertical integrals to have a lower fractional
standard deviation, since they average structures atetifféevels that may be uncorrelated, but there is little
sign of systematically lower values for these points. Orssilide consideration is that optical measurements
are sensitive to a lower moment of the size distribution tredar measurements, and it may be that these
moments have a different fractional standard deviation.
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Figure 6: Schematic of three possible cloud overlap assiompin the columns of a GCM, with the vertical
dotted line showing the total column cloud cover. All asstinat clouds in layers with a cloud-free layer
between them are randomly overlapped, but the assumptibe ofrerlap of clouds in adjacent layers varies
from random on the left to maximum on the right. The centralgbahows the use of an overlap parameter
o (in this case with a value of 0.6 between all adjacent levééscribing the overlap relative to random
(a =0) and maximumd = 1).

The spread of points shows no dependence on the size of timgridespite the fact that in individual studies a
dependence is found due to the fact that increasing the &the gridbox means that larger scales of variability
are included (e.g. Hogan and Illingworth 2003). Presum#idyspread caused by other factors means that the
dependence on gridbox size is obscured. Note that the sfu@glmalan et al. (1994) has a large equivalent
gridbox size because it was from of order a month of contisumhservations.

The greatest surprise is the lack of a strong dependenceoad type. Visually, cirrus clouds have a more
homogeneous appearance than stratocumulus, and yetdimeregial evidence in Fig.that they have a smaller
fw. This is likely to be because ice clouds have variabilityangér scales than liquid clouds, so while they lack
the small scale structure that is apparent from the grouhénwve consider all scales within a GCM gridbox
the two cloud types are comparable. One exception to thesisttumulus, which Barker et al. (1996) showed
to have a significantly greater variability than stratociusu This result was also reported by Pincus et al.
(1999) who examined a range of boundary-layer cloud types.skiduld be wary of the exad}, shown for
cumulus in Fig5, however, since cumulus clouds are most susceptible to féotefin optical depth retrievals.
Given these results, it may be justified to use a single valud,f globally, but there is clearly more work to
be done to reconcile the effects of different observingesyst for example by calculatinfy, simultaneously
from the same cloud using different methods.

4.2 Cloud overlap

The importance of cloud overlap is illustrated in Fégwhich shows three idealized model columns, each with
the same profile of cloud fraction. However, the differerguasptions on the way the clouds in each level are
overlapped lead to a significantly different total cloudved (the fractional area of cloud projected on to the
ground). It was shown by Morcrette and Jakob (2000) thati¢laids to significantly different planetary albedo.
The random overlap assumption assumes that clouds in alslave randomly overlapped with respect to each
other, but has the unphysical property that the total claecincreases significantly as the vertical resolution
of the model improves (although all assumptions have somsitadty to vertical resolution). Most models
currently use the “maximum-random” overlap assumptionamitgy that cloud in adjacent levels is overlapped
to the maximum extent, while clouds that are separated lmdelee levels are randomly overlapped. In order
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to test this we can use cloud radar data of the type shown indFnd careful inspection of panel b of this
figure reveals that clouds in adjacent levels are often sdraewbetween the two extremes of maximum and
random overlap, as illustrated by the middle panel of Big.

Hogan and lllingworth (2000) quantified this behaviour aofes. Suppose we consider two levels of the
atmosphere, which may or may not be adjacent, and which hal@ud fraction ofc, andcy. If they were
randomly overlapped, then the combined cloud cover of thesdevelsexcluding any levels in betwegrould
beCiand= Ca+ Cp — CaCp, While assuming maximum overlap would Ggax = max(ca, Cp). Radar observations
can also provide us with the “true” combined cloud co@,. Analysis of a large volume of data allows the
mean of these different values Gfto be calculated as a function of the distance between lesatswhether
there is any intervening cloud between the levels underideration. Hogan and lllingworth (2000) then
introduced an “overlap parameter”, defined as

q—= Etrue — Crand

Cmax - Crand

which varies between the extremesoof= 1 for maximum overlap t@ = 0 for random overlap (on average).
The radar observations clearly showed that for clouds wéhrcsky between them, the overlap was random
on average, as represented by all the idealizations in6Figor clouds in adjacent levels, or for pairs of levels
with some cloud at all levels between them, the dependenogeasfap parameter with level separatibwas
well fitted by an inverse exponential of the form

a(z) = exp(~2z/2) (18)
wherezy can be thought of as an overlap “decorrelation length”.

An important point to note is that many radiation schemesat@mequipped to take overlap information as input,
including Tripleclouds, can only allow the overlap of adjatlayers to be specified. This can easily be seen
from the discussion in sectio®i4 where the overlap coefficient$ andV are only specified between levels.
Hence, the observed behaviour of overlap becoming more amd decorrelated with increased separation
can be thought of as arising naturally from the cumulatiieatfof small decorrelations between adjacent
levels. Therefore, for the analysis that follows we caltailg from clouds in levels only 1 km apart, with
the understanding that a radiation scheme would implenhénby using 18) to calculatea for the particular
separation of adjacent levels, and from that the valueseobterlap coefficients) andV.

Values ofzy have been derived at Chilbolton, southern England, by Hagahlllingworth (2000), and also at
the various Atmospheric Radiation Measurement sites wadiel by Mace and Benson-Troth (2002), and are
shown versus absolute latitude in Fig.Results from CloudSat appear to indicate a larger deetival length,
although this is believed to be due to the fact that rain wakidted in the statistics, which tends to be more
maximally overlapped due to the much larger fall speed. Tbhargd-based points can be fitted by a line of the
form

720=2.9-0.027¢), (19)

wherezy is in km andg is latitude in degrees. This shows a clear tendency for ma@emally overlapped
clouds in the tropics, presumably due to the greater prewal®ef convective over stratiform clouds, and the
lower wind shear. However, we stress that a simple lineas ffoimewhat crude given that only four points
are present, and it would be desirable to include a more phlydependence on cloud type rather than simply
on latitude. Indeed, the large error bar at the Southernt@®iains ARM site indicates the range in different
seasons, from the convection-dominated summer to théfetnatdominated winter. Attempts to build in a
dependence on wind shear were presented by Naud et al. (20085 also been shown that cloud phase has
a role to play. Brooks (2005) used the radar and lidar siga@hilbolton to distinguish between liquid and
ice clouds, and found that for a model with a horizontal nesoh of Ax and a vertical resolution dfz (both in
metres), the overlap parameters for adjacent levels westdfitied for liquid and ice by

Qiquid (A2) = 1— 0.0097Ax *PZHALHOL g00(AZ) = 1— 0.01150x O0728AZ59%3, (20)
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Figure 7: Estimate of the variation of overlap decorrelatibeight, 3 in (18), versus absolute latitude, for
vertically continuous cloud. The ground-based observetiwere from Chilbolton (Hogan and Illingworth
2000), with the error bar indicating the dependence on goiibize, and the various permanent ARM sites
globally (Mace and Benson-Troth 2002), with the error bardicating the seasonal variation at each site.
The cyan dashed line was calculated from spaceborne Cldud&ar and CALIPSO lidar data (G. G. Mace,
personal communication), but includes rain. The blue lingvjgles a linear fit to the ground-based data
points. Adapted from Shonk (2008).

For typical model resolutions it was found that liquid clsugnded to be more randomly overlapped than
ice clouds. A possible reason for this is that liquid clouftero occur in the form of thin layers, and when
observations are discretized to the finite vertical resmiubf a model, physically separate layers can occur in
adjacent model levels. By contrast, ice clouds are deepkicarparticles fall at around 1 nT§, leading to a
greater correlation of cloud occurrence between levels.

4.3 Overlap of cloud inhomogeneities

The previous section discussed the overlap of cloud boilewjdrut an additional consideration for radiative
transfer is the degree to which in-cloud inhomogeneitiesater content are overlapped in the vertical. The
only study in which this has been calculated from obsermatimas by Hogan and lllingworth (2003), who
used cloud radar to quantify the vertical correlation ofimmtal inhomogeneities in cirrus clouds. They found
that the decorrelation length for inhomogeneities inaedasith horizontal gridbox size, but decreased with
increased wind shear. Generally their values were lesslhan, which is substantially less than the values
found for the overlap of cloud boundaries in the previougigec Hogan and Kew (2005) calculated that the
top-of-atmosphere effect of different cirrus fallstreakientations in response to changed wind shear could be
of order 20 W m2 in the shortwave and 10 W in the longwave.

Unfortunately it is much more difficult to estimate the oegrbf inhomogeneities in stratocumulus clouds, since
most such clouds contain radiatively unimportant drizziepd that dominate the radar return, and hence the
vertical distribution of water content cannot be reliabbrided. Given these issues, a number of implementa-
tions of McICA simply assume that the decorrelation lengthcioud inhomogeneities is half the decorrelation
length for cloud boundaries (e.g. Morcrette et al. 200&haaigh it would clearly be desirable to put this figure
on a firmer observational footing.

ECMWF Seminar on Parametrization of Subgrid Physical Preeg 1-4 September 2008 17



HOGAN, R. J.AND J. K. P. $HONK: RADIATION PARAMETRIZATION AND CLOUDS

5 Theglobal impact of cloud inhomogeneity and overlap

In this section we estimate the global impact of cloud inhgereity and overlap, and hence the likely errors
that are present in current climate models that assumegtouuk horizontally homogeneous within the cloudy
fraction of the gridbox, and overlapped according to thesuf maximum-random overlap. We take a month
of global ERA-40 model fields from each of the four season$ienytear 2001, including cloud fraction, lig-
uid water content and ice water content. Four off-line eixpents are performed using the Edwards-Slingo
radiation code:

1. Using the common assumptions of horizontally homogesdplane-parallel) clouds and maximum-
random overlap.

2. Using horizontally homogeneous clouds, but with morésta“exponential-random” overlap, in which
the overlap parameter varies with latitude according tofthehown in Fig.7. In fact a pressure-
dependent correlation length is used, because this predigtter agreement with the finding of Brooks
(2005) that low liquid clouds are more randomly overlapgehthigh ice clouds (evident from plugging
typical numbers into EQRO).

3. Using maximum-random overlap, but with the “Tripleclstidcheme to represent inhomogeneity with
a fractional standard deviation &f = 0.8 for all cloud types (a reasonable average of the studies sum
marized in Fig.5). This is achieved by setting the water content values intwwecloudy regions to
w = w+ f,, wherew is the mean water content provided by the ERA-40 data.

4. Using both exponential-random overlap and Tripleclotigsreby correcting both of the main biases re-
lating to cloud structure that are present in current clemabdels. In this case, the overlap decorrelation
length of the cloud inhomogeneities is assumed to t8d the value for the cloud boundaries.

Additionally, we perform a calculation using the same magtate but with no clouds present, in order that
the cloud radiative forcing (CRF) of all the previous runsynie calculated. CRF is defined as the top-of-
atmosphere net shortwave or longwave radiation (dowrgehiinus upwelling) of the cloudy case minus that
of the clear-sky case.

The results are shown in Fi§.versus latitude for the shortwave, longwave and net (the cutme two). The
dark blue line shows the results for Experiment 1 above, iichwvblouds are represented as in most current
climate models. As in previous studies, this shows sho#waRF to be negative, indicating that the high solar
albedo of clouds is in the sense of a cooling effect on climatele longwave CRF is positive, indicating that
clouds act to warm the climate in this part of the spectrum $in@lar way to greenhouse gases. In a global
average the shortwave effect is dominant and the net CRFEyatiue.

The light blue line in Fig8 shows the results of Experiment 2 in which more realisticrlayeis used but the
clouds are still horizontally homogeneous in each modalldv can be seen that the magnitude of the CRF is
increased in both the longwave and the shortwave due to¢théhf the global cloud cover has been increased.
The red line shows the effect of representing cloud inhomeie (Experiment 3) but retaining maximum-
random overlap. This time the CRF is reduced by an amountghsgnificantly larger than the effect of using
more realistic overlap. Finally, the black line shows Expent 4 in which both cloud inhomogeneity and
realistic overlap are used, which reveals a significant egtiction in CRF compared with Experiment 1, but
not by as much as Experiment 3.

Hence we conclude that it is important to represent bothffieets of both realistic overlap and cloud inhomo-
geneity in order for the radiative effects of clouds to beuaately captured. If only the overlap representation
is improved then the CRF will actually be less accurate, evifiibnly the effects of cloud inhomogeneity are
introduced then the result will be an overcompensationtfer@RF error. This point was also made by Hogan
and Kew (2005) for individual cirrus clouds.
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Figure 8: Top-of-atmosphere cloud radiative forcing in {lag¢ shortwave, (b) longwave and (c) net, for four
experiments performed on a selection of ERA-40 data. Ther afithe colours in the legend corresponds
to experiments 1-4 described in sect®riFrom Shonk (2008).

The longitudinally averaged changes to CRF hide significegibnal variations due to the different behaviours
of different types of cloud. Figur@shows the global distribution of the changes to CRF whengpeesentation

of both overlap and inhomogeneity is improved. In the stamoulus regions on the eastern sides of ocean
basins, the clouds tend to be physically thin and fill the lggid horizontally, resulting in the inhomogeneity
effect dominating over the overlap effect. Since the shaveveffect of these clouds is much larger than the
longwave effect, the net CRF is increased (becomes lessivesga these regions by up to around 15 Wn
(around 20%). In the convective region of the tropical Westific, most clouds only partially fill the gridbox
yet occupy many vertical levels. Hence in the shortwave theglap effect almost completely counteracts the
inhomogeneity effect and the change is only around 4 W¥.rin the longwave, the overlap effect in this region
dominates and the change in CRF is arourdl W m~2, resulting in a near cancellation in the net. In the
mid-latitude storm-track regions, both effects are imgottin both the shortwave and longwave, but with the
shortwave effect of the inhomogeneity having the upper heesdilting in a net increase of CRF (i.e. becoming
less negative). Further analysis of these runs was presbpt8honk (2008).

As a final point we note that these results are subject to theracy of the clouds in the ERA-40 analysis, and
some appreciable errors have been revealed in previougst{gdg. Allan and Ringer 2003). These could be
expected to change the precise values shown here, althbedndad patterns are believed to be robust.
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Figure 9: The change in top-of-atmosphere cloud radiatoreing in the (a) shortwave, (b) longwave and

(c) net, when improving both the representations of clowgtlap and inhomogeneity in a radiation scheme
(i.e. Expt. 4 minus Expt. 1). Note that since shortwave CREgstive, a positive change in panel aindicates
a reduction in the magnitude of the shortwave CRF. Adaptad f8Bhonk (2008).

6 Three-dimensional radiativetransfer

So far we have treated the ICA as “truth” against which to meste efficient methods for representing cloud
structure, such as McICA and Tripleclouds. As the name iesptihe ICA is an approximation, but how good an
approximation is it? We can imagine radiation entering avieg the edges of clouds, which do not exist in the
ICA, but often there is a significant degree of cancellatietween a net gain of radiation into a cloud side in one
part of the domain and a net loss out of a cloud side elsewherexplain how 3D effects can change domain-
averaged fluxes and heating rates, it is convenient to diyrthie multitude of ways that radiation can interact
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Figure 10: Effect on shortwave top-of-atmosphere cloudatige forcing of 3D radiative transport (com-
pared to an ICA calculation) for several different cloud égp The solid magenta line shows the results for
a contrail of optical depth 0.4 illuminated perpendicularits length, while the dashed magenta line is for
illumination parallel to its length. The cirrus uncinus @lkad a domain-mean optical depth of 1.2.

with a complex cloud field into three dominant processes s&heere described by Gounou and Hogan (2007)
for the simple geometrical structure of an aircraft coh{iahere 3D effects turn out to be very significant), but
essentially the same mechanisms have been outlined byalamd Davies (1999) in the shortwave and Killen
and Ellingson (1994) in the longwave:

1. Shortwave side illuminatioWhen the sun is low in the sky, the presence of cloud sides snibaih the
incoming radiation has a greater chance to intercept a dloard when the sun is overhead. Therefore
more radiation will be scattered back to space, increasiagcloud radiative forcing. The geometrical
reason behind this also explains why a field of cumulus clagears to cover a greater fraction of the
sky when looking towards the horizon than when looking upisar

2. Shortwave side leakagéiVhen the sun is high in the sky, an opposing effect often @ccradiation
entering the cloud near the top is scattered into the forwamisphere and has a chance of leaking
out of the edge of the cloud and continuing to the ground Kigithe cloud a silver lining to a ground
observer). In the ICA this would not happen: this radiatioould remain within the cloud and have a
greater chance to be subsequently scattered back out te.sphe 3D effect is therefore typically to
reduce the radiative forcing.

3. Longwave side effecttmagine a field of cumulus clouds that has an areal coveragaehalf. For the
same geometrical reason as outlined in mechanism Brbelar coverage of the sky by clouds, as seen
by a pyrgeometer above or below the cloud will be more thanhatie on average. Because clouds tend
to be colder than the surface, there will be a lower emissiospace and a larger emission towards the
ground, so the longwave cloud forcing at the top-of-atmespland at the surface is larger if 3D effects
are included.

So which of these effects dominates in real clouds? Fidiréepicts the fractional change to shortwave
cloud radiative forcing, i.e(CRF;p — CRRca)/CRRca, calculated for a number of different cloud types. The
magnitude of the 3D effect is substantial for cumulus cloduds to their relatively large area of cloud “side”.
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For large solar zenith anglgg the side illumination effect dominates and CRF is incrdasghile for 8 <
45°, the side leakage effect dominates and CRF is reduced. sGilouds and contrails exhibit approximately
the same behaviour, but presumably because their thickoesglth ratio is lower, the transition occurs at
a larger value ofd. The dashed line shows that for contrails, the side illutmmaeffect can be removed
completely by orienting the contrail parallel to the difentof the incoming sun. For cumulonimbus, the
results for@ = 60° are close to the results for cumulus clouds, butGet 0°, the behaviour is quite different.
A possible explanation is the role of absorption in deepd$oiDi Giuseppe and Tompkins (2003) showed that
for overhead sun the domain-mean absorption was reducée B0 calculation, suggesting that photons that
leaked from cloud sides had a higher probability of escapimgk to space than the equivalent photons in the
ICA that stayed within the cloud and were more likely to becabed. However, it remains a puzzle to explain
the similar behaviour reported by Zhong et al. (2008) fan ttifrus clouds (the leftmost point of the green line
in Fig. 10). Stratiform clouds, such as stratocumulus (Zuidema arah&1998) and optically thicker cirrus
(Zhong et al. 2008) exhibit much weaker 3D effects in the wstere, typically at the 2% level, so have not
been shown in FidLO.

There have been fewer studies of the longwave 3D effect fdisti cloud fields. It was found by Gounou and
Hogan (2007) and Zhong et al. (2008) that the top-of-atmesplongwave CRF was enhanced by around 10%
for contrails and optically thin cirrus, but for ice cloudsthivan optical depth larger than around 5 the effect
was closer to 1%. Boundary-layer clouds generally have ahnfarger surface than top-of-atmosphere CRF
in the longwave, and it was estimated by Heidinger and Co2¢}1®hat cumulus clouds increase the surface
longwave forcing by as much as 30%.

The ultimate aim is to find a way to represent these effectsiefily in a GCM radiation scheme. In terms
of the part of the code requiring modification, the three naecdms listed above will specifically affect (1)
the direct incoming shortwave calculation, (2) the diffeb®rtwave calculation, and (3) the diffuse longwave
calculation. Tompkins and Di Giuseppe (2007) tackled meisma 1 by making the overlap assumption in
the shortwave dependent on the solar zenith angle, themuating for the fact that when the sun is close
to the horizon the incoming sunlight is more likely to intgpt a cloud. To fully simulate 3D effects it will
be necessary to also represent mechanisms 2 and 3, whiahiogolve changes to the way the two-stream
equations are solved to allow for radiation to pass horanthrough the edges of clouds, and indeed between
internal inhomogeneities in the cloud. However, we shorgdd cautiously: although Fig0 shows that the
instantaneous effects can be large for certain cloud typess can be substantial cancellation between the two
shortwave effects over the diurnal cycle. Moreover, it rete@o be seen whether it is possible to characterize
complex 3D structure by a handful of variables (such as tfeetfe area of cloud edge within a gridbox) that
could be used in a radiation scheme.

7 Conclusions and outlook

In this article we have shown that the two leading sourcesrrair én the sub-grid representation of clouds
in radiation schemes, namely cloud inhomogeneity and cloatlap, may now be represented efficiently
in GCMs. Indeed, there are at least two viable algorithms|QWAc(Pincus et al. 2003) and Tripleclouds

(Shonk and Hogan 2008). Using Tripleclouds, we have estithite global impact of these two effects on the
radiation budget, and hence the errors that are likely toresemt in climate models. Naturally there will be a
dynamical response to changes to the global distributioncaiming radiation, and work is currently underway
to implement Tripleclouds in the Met Office climate model t@qtify it. The intention is also to make use of
the inhomogeneity information available from the new “P@RSud scheme (Wilson et al. 2008), rather than
relying on empirical relationships.

There are numerous other possible sources of error anddistency in the way that clouds are treated in radi-
ation schemes, and which deserve further attention. Tdireensional effects were discussed in the previous
section, and if a way can be found to represent them effigiehdn more information will be required from
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observations on the typical area of “cloud edge” within a eiagtidbox. More generally, it would be desirable
to synthesize cloud observations into an overarching fthed cloud structure” (no doubt based on fractal
principles) that enables the various quantities requined badiation scheme to be predicted in a way that is
intrinsically dependent on gridbox size and all the othéevant variables, rather than relying on crude em-
pirical relationships that obscure the underlying physiesluding gridbox-size-dependent parametrizations is
important for a number of models that are run routinely at@dewange of resolutions, yet most fail to include
it rigorously. Improvements along these lines could beredee to include the fact that individual cloud real-
izations do not always exhibit mean inhomogeneity and meariap behaviour, but rather can take on a range
of values. Perhaps it is important to include a stochaséimenht to represent the known fluctuations of these
properties from case to case.

It is worth pointing out that the innovations in represegtihe interactions of clouds with radiation may also be
useful for other parts of the GCM, specifically aspects ofrthierophysics such as precipitation formation. It
was shown by Jakob and Klein (2000) that cloud overlap afféna fraction of precipitation reaches the ground
without evaporating. Is there a way that overlap, inhomeggrand particle size information can be made to
be consistent between the various schemes?

So far we have discussed only the accuracy of a radiatiomselgéven the inputs from the GCM. However,
the most substantial source of error in calculating theataati properties of clouds is almost certainly due to
errors in the cloud variables themselves. For example, vinemadiation budget of ERA-40 is compared to
CERES observations, there is a distinct underestimate mfeation over the Amazon, and an underestimate
of the longwave CRF in mid-latitudes that is larger than tifeekénces between the various combinations
of cloud inhomogeneity and overlap discussed in seddioif herefore the greatest challenge is to make use
of ground-based and spaceborne observations, coupledcandtlysis techniques such as those of lllingworth
et al. (2007), to identify specific errors in the way clouds eepresented and remedy them with better cloud
parametrizations.
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