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Why are mixed-phase altocumulus clouds poorly predicted by

large-scale models? Part II: Vertical resolution sensitivity and

parameterization

Andrew I. Barrett,1 Robin J. Hogan1 and Richard M. Forbes2

Abstract. Single-column model simulations of mixed-phase altocumulus clouds were
shown to have a strong vertical-resolution sensitivity in Part I of this paper with coarse
resolution models unable to simulate the long-lived supercooled liquid layer at cloud top,
typically only 200 m thick. In this paper the sensitivity to vertical resolution is inves-
tigated using idealized simulations. We find that the vertical-resolution sensitivity results
from unrepresented vertical gradients of ice water mixing ratio and temperature near cloud
top, which creates errors in the calculation of mixed-phase microphysical process rates
and diagnosis of thin liquid water layers. As a result the liquid water layer becomes quickly
glaciated and altocumulus cloud lifetime is underestimated.

A novel parameterization is introduced that accounts for the vertical gradients of ice
water mixing ratio and temperature in the microphysics calculations and the diagnosis
of liquid cloud near cloud top. It substantially improves the representation of altocumu-
lus layers in coarse vertical-resolution single-column model simulations and reduces the
bias identified in Part I. Applying the new parameterization to simulations of the 21 ob-
served study days from Part I completely removes the large underestimate in supercooled
water content warmer than −30◦C. Given the radiative importance of mixed-phase al-
tocumulus clouds, their underestimation by NWP models and their potential to act as
a negative climate feedback there is a need to re-evaluate the global climate sensitivity
by implementing the findings in these two papers in a climate model.

1. Introduction

Mid-latitude mixed-phase altocumulus clouds have a thin
layer of supercooled liquid water at cloud top above a region
of falling ice particles [Hobbs and Rangno, 1985; Rauber and
Tokay, 1991]. Physically similar mixed-phase stratocumulus
exists in polar regions [Morrison et al., 2012]. These clouds
reflect more incoming solar radiation than clouds contain-
ing only ice particles due to the layer of supercooled liquid
water near cloud top [Hogan et al., 2003]. Furthermore, the
can exist for long periods [Shupe et al., 2006] with the thin
liquid water layer at cloud top that slowly produces ice parti-
cles. An increase in the amount of cloud in the mid-latitude
mid-levels and lower-level polar clouds as predicted by some
climate models [Tsushima et al., 2006] would constitute a
negative climate feedback [Mitchell et al., 1989; Senior and
Mitchell, 1993]. However, we can have little confidence in
the predicted magnitude of these changes when the repre-
sentation of mixed-phase clouds in most models is still very
crude.

The frequency of persistent supercooled liquid or mixed-
phase clouds are substantially underestimated by many
weather and climate models [Barrett et al., 2014; Zhang
et al., 2005]. Part I of this paper [Barrett et al., 2014] reports
that simulations of mixed-phase altocumulus exhibit a sen-
sitivity to a number of factors including the specification of
the mixed-phase microphysics, but also the vertical-spacing
of model levels (hereafter resolution). Single-column model

1Department of Meteorology, University of Reading, UK.
2European Centre for Medium-Range Weather Forecasts,

Reading, UK.

Copyright 2013 by the American Geophysical Union.
0148-0227/13/$9.00

simulations of thin altocumulus layers over 21 days showed
that simulations with coarse vertical resolution (500 m) had
just 5% the supercooled liquid water content of the same
days simulated by the same model with fine resolution (50
m). The typical vertical resolution of GCMs is close to or
coarser than the coarsest resolution (500 m) analyzed in Part
I and with such a large sensitivity to the model vertical res-
olution, the coarseness of GCM resolution may be a large
factor in their severe underestimate of mid-level cloud oc-
currence found in Part I, Illingworth et al. [2007] and Zhang
et al. [2005]. Given these layers are typically only a few hun-
dred metres thick [Hogan et al., 2003] this sensitivity is not
surprising, but the exact mechanisms causing the underes-
timate have not previously been described.

Climate models typically have a coarser vertical resolu-
tion in the mid-troposphere than state-of-the-art weather
prediction models and therefore likely suffer even more from
the lack of supercooled liquid layers. The absence of opti-
cally thin and moderate clouds from climate models [Zhang
et al., 2010], and the resulting radiative errors, may be alter-
ing their predictions of future climate. The representation
of clouds and cloud feedbacks are the largest cause of uncer-
tainty in future climate projections [Andrews et al., 2012;
Bony et al., 2006]. It is therefore important to understand
and correct for this vertical resolution sensitivity in climate
models and to revise our estimate of climate sensitivity.

We perform this study to understand why models show
this large vertical resolution sensitivity and to develop a pa-
rameterization that allows mixed-phase layer clouds to be
represented in models in a resolution-independent way. This
paper reports on mixed-phase cloud properties in single-
column model simulations where the vertical resolution is
varied from 50-m to 500 m. To determine which processes
are contributing to the vertical resolution sensitivity we in-
dividually modify four processes in the high-resolution sim-
ulations such that they behave as if they were in a coarse-
resolution model. This means that they take inputs av-
eraged over 500-m and give outputs at 500-m resolution.
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Additionally, the process rates of the microphysics scheme
are analyzed to highlight their role in the vertical resolution
sensitivity.

Section 2 briefly describes the numerical model used and
section 3 details the magnitude of the vertical resolution
sensitivity found using this model. A parameterization is
developed in section 4 that accounts for the vertical gra-
dients of ice water mixing ratio and temperature near the
cloud top. The performance of this parameterization is then
demonstrated within the model across a large range of ver-
tical resolutions in section 5. A discussion of the key results
and implications is in section 6.

2. Vertical resolution sensitivity

2.1. Numerical model description and setup

The numerical model used for these experiments is EM-
PIRE (Evaluate Mixed-Phase Importance in Radiative Ex-
change), which is described fully in Part I of this paper.
This model is a single-column model designed to be similar
to GCMs commonly used for numerical weather prediction
and climate simulation. Compared to a GCM, this model is
very flexible and enables quick and efficient experiments to
determine the importance of physical processes and model
configuration on cloud evolution. For example, this allowed
us to determine that mixed-phase altocumulus cloud life-
time and supercooled liquid water content was very much
dependent on the specification of ice growth by deposition
in the model [Barrett et al., 2014].

The configuration of EMPIRE used for this study in-
cludes all physics parameterizations described in Part I.
These include: mixed-phase microphysics [Wilson and Bal-
lard, 1999], sub-grid cloud scheme [Smith, 1990], two-stream
radiation [Edwards and Slingo, 1996], the ‘stratocumulus
cloud-top cooling’ part of the Lock et al. [2000] non-local
boundary layer scheme for turbulent mixing in the vertical,
and the Louis [1979] scheme for ‘local’ turbulent mixing.
The advective tendencies and vertical velocities are set to
zero during all idealised simulations described in this paper.

The vertical model-levels in EMPIRE are equally spaced
throughout the depth of the model with a model top at 12.5
km. The vertical spacing of these model-levels is specified
for each simulation with values between 50 and 500 m.

For the experiments described below, the 50-m resolution
model is initialized with data from the 0600 UTC 5 Septem-
ber 2003 radiosonde ascent at Larkhill, UK, when a super-
cooled altocumulus layer was present with the cloud top at
−20◦C. The model is then run forward for 1 hour to allow
the ice phase of the cloud to come to an approximate equilib-
rium. At one hour into the simulation the model prognostic

variables (θL, qt, qi, u, v) are linearly interpolated to the
required model resolution and the model continues running
at the new resolution for a further three hours. Simulations
are run at fine resolution (50 metres model-level spacing) to
coarse resolution (500 metres) and at each 25 metre interval
between.

The results reveal a substantial reduction of liquid wa-
ter path at coarse resolutions (Fig. 1). Simulations with a
vertical resolution of 100 m or finer are able to sustain a su-
percooled liquid water layer at cloud top (with liquid water
path greater than 1 g m−2) for at least 3 hours, whereas in
coarser resolution simulations the liquid water layer is re-
moved rapidly (within 30 minutes for simulations with ver-
tical resolution coarser than 325 m). There exists a notable
vertical resolution sensitivity even for simulations with res-
olution at or finer than 100 m where the liquid water path
varies by up to a factor of 2 after 3 hours of the simulation;
however, the liquid layer persists for at least 3 hours in each
of these simulations.

The contrast between fine and coarse resolution simula-
tions is illustrated in figure 3 where time-height plots of
ice and liquid water contents are presented from the 50-m
and 500-m simulations. A persistent liquid water layer is
present at the top of the cloud layer in the 50-m simula-
tion which persists for the duration of the 3-hour simulation
(Fig. 3b). The cloud layer initially has a liquid water path
of 11.5 g m−2, which equates to a cloud depth of 200 m if
the layer were adiabatic and a depth of 400 m in the model
as some of the liquid water is present in the inversion layer.
This layer gradually thins and the liquid water path of the
layer decreases to 2.6 g m−2 after 3 hours of the simulation.
The liquid layer is continually producing ice (Fig. 3a) in
small concentrations near cloud top but the ice water mix-
ing ratio decreases further below cloud top as the ice parti-
cles grow larger and fall into unsaturated air. In contrast,
the 500-m simulation has a short-lived liquid water layer at
cloud top that persists for only 30 minutes (Fig. 3d), with a
rapidly decreasing liquid water path. Throughout this time
period the ice water mixing ratio near cloud top is rapidly
increasing (Fig. 3c). High ice concentrations in the water-
saturated region near cloud top promote rapid growth of ice
particles, which quickly depletes the supercooled liquid wa-
ter present. The high ice water mixing ratio values move
lower in the cloud layer later in the cloud lifetime as the
source of new ice particles at cloud top (the liquid water
layer above) has been removed. Gradually the ice water
mixing ratio values also decrease as the ice particles fall into
unsaturated air and are not replaced by new particles from
above and by the end of the 3 hour simulation the ice water
path has decreased to 6.1 g m−2. This depletion of both liq-
uid and ice from the cloud layer will result in a substantial
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Figure 1. The evolution of simulated liquid water path with time for model vertical resolutions of 50–500 m.
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difference in the radiative properties of the cloud compared
to the 50-m simulation.

2.2. Role of key processes

The large sensitivity to vertical resolution presented
above must stem from at least one process with a verti-
cal resolution sensitivity. To identify where this sensitivity
comes from we run further simulations at 50 metre vertical
resolution but in each simulation one process is modified to
act on data averaged to 500 metre resolution. This is de-
signed to mimic the behaviour of that process in the 500-m
resolution simulation, but retaining finer resolution infor-
mation for each of the other processes. The process that
is modified is different in each simulation and this allows
for the identification of the processes that are most sensi-
tive to vertical resolution. The processes degraded in the
simulations were:

1. calculation of ice growth rate and fall speed,

2. conversion of θL and qt to T , q and ql,

3. diagnosis and implementation of vertical turbulent
mixing,

4. radiative transfer.
The input data for the degraded process is calculated by

averaging the relevant properties over 10 model levels from
the 50-m simulation that correspond to nearest 500-m model
level. The output from these processes are applied equally
to each of the 10 model levels.

The liquid and ice water mixing ratios from these four
simulations are shown together with the 50-m and 500-m
resolution simulations for comparison in figure 3. The first
two rows show the 50-m and 500-m resolution simulations.
The third to sixth row show the simulations with one pro-
cess degraded; the process degraded is described on the left
of the figure.

The degradation of the ice microphysics scheme to 500-m
resolution results in an increased ice water mixing ratio near
cloud top during the first hour of the simulation (Fig. 3e)
similar to the 500-m resolution simulation (Fig. 3c) but
with lower ice water mixing ratio values. The liquid water
content in the same simulation decreases rapidly with time
(Fig. 3f) due to the greater production of ice near the cloud

top. The liquid layer persists for longer than the 500-m sim-
ulation but this is largely due to being able to resolve low
liquid water contents in this layer with the 50-m resolution.

The ‘Diagnosing Liquid’ simulation reduces the resolution
of data passed to the cloud scheme such that it acts on values
of θL, qt, p that have been averaged over a 500-m layer. Sim-
ulations in which the cloud properties (ql, qv, cloud fraction
and temperature) are calculated in this way had a much
reduced liquid water content at cloud top (Fig. 3h) com-
pared to the 50-m simulation. Again the liquid water layer
is removed more quickly in this simulation than the 50-m
simulation. In this simulation the ice water mixing ratio
near cloud top is very similar to the 50-m simulation; how-
ever, the ice water mixing ratio beneath the top 500-m of
the cloud layer is increased relative to the 50-m simulation.

The degrading of the turbulent mixing near cloud top
is achieved by averaging the input profiles of temperature
and wind speeds to 500 metre resolution, performing the
calculations using this 500-m data and then applying the
diagnosed diffusivity profiles to the 50-m resolution model.
This averaging process reduced the amount of mixing in the
simulations because the model often did not diagnose any
sufficient instability on the 500-m averaged data to initiate
turbulent mixing. The degrading of the turbulent mixing
results in a thinner liquid water layer but with higher liquid
water content values (Fig. 3j) than the 50-m simulation.
The liquid water path at the end of the simulation is within
0.5 g m−2 of the starting value whereas the control 50-m sim-
ulation the liquid water content decreases by 9 g m−2. This
change is due to the reduced mixing of radiatively cooled air
near the top of the cloud layer with warmer air lower down,
which results in a narrower, colder layer of air that contains
more liquid water at cloud top. The ice water mixing ratio
is slightly reduced by the end of the simulation (Fig. 3i),
but this process is certainly not the cause of the large ver-
tical resolution sensitivity as it is of smaller magnitude and
opposite sign of the overall effect.

Changing the radiative transfer calculations to act on
data averaged to 500-m resolution results in lower liquid
water contents throughout the simulation (Fig. 3l) due to
a reduction in the rate of longwave cloud top cooling diag-
nosed by the radiation scheme. The ice water mixing ratio
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Figure 2. Time series of the rate of production and sedimentation of ice at resolutions of a) 50 m and b) 500 m.



X - 4 BARRETT ET AL.: MIXED-PHASE CLOUDS SENSITIVITY TO VERTICAL RESOLUTION

50
m

 R
es

ol
ut

io
n

H
ei

gh
t (

km
)

Ice Water Mixing Ratio (kg kg−1)

(a)
0 1 2 3

4

5

6

Liquid Water Mixing Ratio (kg kg−1)

(b)
0 1 2 3

4

5

6

50
0m

 R
es

ol
ut

io
n

H
ei

gh
t (

km
)

(c)
0 1 2 3

4

5

6

(d) 

 

Mixing Ratio (kg kg−1)

0 1 2 3
4

5

6

10
−7

10
−6

10
−5

10
−4

(e)

Ic
e 

M
ic

ro
ph

ys
ic

s

H
ei

gh
t (

km
)

0 1 2 3
4

5

6

(f)
0 1 2 3

4

5

6

(g)

D
ia

gn
os

in
g 

Li
qu

id

H
ei

gh
t (

km
)

0 1 2 3
4

5

6

(h)
0 1 2 3

4

5

6

(i)

T
ur

bu
le

nt
 m

ix
in

g

H
ei

gh
t (

km
)

0 1 2 3
4

5

6

(j)
0 1 2 3

4

5

6

(k)R
ad

ia
tio

n

H
ei

gh
t (

km
)

Time (hours)
0 1 2 3

4

5

6

(l)

Time (hours)
0 1 2 3

4

5

6

Figure 3. Liquid and ice water mixing ratios from six idealized EMPIRE simulations. The simulations
are: (a-b) 50-m resolution, (c-d) 500-m resolution, (e-f) 50-m resolution with ice microphysical processes
averaged across 10 model levels, (g-h) 50-m resolution where the temperature is averaged over a 500-m
layer before calculating cloud properties, (i-j) 50-m resolution with turbulent mixing calculated on a
500-m grid, and (k-l) 50-m resolution with the radiation scheme using 500-m averaged quantities.
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decreases more slowly with time (Fig. 3k) resulting in an ice
water path that is 50% larger by the end of the 3 hour sim-
ulation than the control simulation. The vertical structure
also changes, with the largest ice water mixing ratio values
now found near the cloud base rather than top (Fig. 3k).

The changes in the latter 2 experiments are somewhat
smaller than those experienced by the degradation of either
ice microphysics or diagnosis of liquid water. This set of sim-
ulations show that two of the processes contribute strongly
to the vertical resolution sensitivity. Both the ice micro-
physics and the detection of liquid water are sensitive to the

vertical resolution of the model. The two simulations where
the processes of microphysics and diagnosing liquid water
are modified both result in a collapse of the supercooled liq-
uid layer within the first hour of the simulation (Fig. 3 f, h)
similar to the 500-m simulation (Fig. 3c).

2.3. Ice microphysics non-convergence and process

rates

The ice microphysics is the major source of non-
convergence as the resolution of the simulations increase.

z
m

z
1

z
2

z
1

z
2

z
1

z
2

S
i

q
i

dq
i

dt

Q
N

q
l CF

θ
L q

t T

0 0 0

0 0 1

~5K

~
50

0m

a)

d)

g)

b)

e)

h)

c)

f)

i)

Figure 4. Typical vertical profiles from the upper 500-m of a mixed-phase altocumulus layer (lines) and
equivalent values calculated using the 500-m vertical average of the prognostic variables (θL, qt and qi)
of the model (dots). Where the calculated value differ from the true mean of the layer the true mean
is marked by a cross. The profiles are for a) liquid water potential temperature, b) total water mixing
ratio, c) temperature, d) QN from the cloud scheme (defined in eq. 19), e) liquid water mixing ratio,
f) liquid cloud fraction, g) supersaturation with respect to ice, h) ice water mixing ratio, i) rate of ice
growth due to vapour deposition.
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To further understand why this occurs we investigate the
rate of production of ice within a 500-m layer at cloud top
and the sedimentation rate of ice out of the bottom of that
layer. These two terms are plotted for 50 and 500-m res-
olution simulations in figure 2. The ice production term
includes the effects of nucleation (a small contribution), ice
particle growth by vapour deposition (a large contribution)
and the collection of liquid water by falling ice particles (al-
most negligible). The 50-m simulation is close to equilibrium
at the start, with the rate of ice production almost balanc-
ing the rate of ice loss through sedimentation, resulting in
a near zero net change. This approximate balance is main-
tained throughout the simulation, although the magnitudes
of each term decrease slowly as the available water vapour
in the cloud is used up by the production of ice. In contrast
the 500-m simulation has a much larger production rate of
ice that develops in the first few minutes of the simulation
and also a slower initial rate of loss due to sedimentation.
The rate of production of ice in the 500-m simulation peaks
about 20 minutes into the simulation, after which time it
has used up much of the available water vapour in the cloud
layer. The sedimentation term becomes larger, resulting in
a negative net change of ice water mixing ratio. Eventually,
after around 45 minutes, the ice production has removed all
available vapour within the cloud layer. At this point the ice
production falls to almost zero but the sedimentation rate
of ice is still quite large. This imbalance results in a rapid
collapse of the cloud as ice falls out of the layer.

3. Parameterization of sub-grid cloud vertical
structure

The different behaviours of the ice microphysical process
rates in these clouds appears to stem from vertical gradients
near the cloud top that are not resolved by the coarse res-
olution simulation. A schematic of typical vertical profiles
within the upper 500-m of the cloud are sketched in Fig.
4. These show that there are considerable vertical gradi-
ents present, particularly of temperature (Fig. 4c), ice wa-
ter mixing ratio (Fig. 4h) and supersaturation with respect
to ice (Fig. 4g). The temperature decreases with height
throughout the cloud layer due to the decrease in air pres-
sure from bottom to top. The layer is usually well-mixed
by turbulence generated from cloud top radiative cooling,
so the potential temperature and total water mixing ratio
are near-constant with height. The ice water mixing ratio
increases with distance from cloud top, with a value of zero
at the top of the cloud. The supersaturation with respect to
ice decreases with distance from cloud top and is controlled
by the change in temperature over the layer. Similarly, the
liquid water layer is confined to the top of the layer, where
the air is coldest and decreases with distance away from
cloud top. The fact that the 500-m simulation has only one
value for each prognostic variable means that it is unable to
resolve these vertical gradients and this is the cause of the
resolution sensitivity in the ice microphysics.

The previous section described that the vertical resolu-
tion sensitivity arises from neglecting the vertical gradients
of temperature, liquid and ice water mixing ratios within a
single model layer near cloud top. The gradients are im-
portant when determining the ice microphysical processes
rates.

Most of the ice production in altocumulus clouds hap-
pens due to vapour deposition which occurs because the air
is supersaturated with respect to ice. The rate of growth of
an individual ice particle can be calculated following Prup-
pacher and Klett [1978] as

dm

dt
=

4 π CFSi(
Ls

RvT
− 1

)
Ls

KT
+ RvT

ei(T )D

(1)

where m is the mass of the ice particle, C is the capacitance
of the ice particle, dependent on its size and shape, F is
the ventilation coefficient, Si is the supersaturation of the
air with respect to ice, Ls is the latent heat of sublimation,
K is the thermal conductivity of air, D is the diffusivity of
water vapour in air and ei is the saturated vapour pressure
over ice. Following Wilson and Ballard [1999], we use a ven-
tilation coefficient, computed as F = 0.65 + 0.44Sc1/3Re1/2

[Pruppacher and Klett, 1978] with the Schmidt number (Sc
= 0.6) and the Reynolds number (Re = v(D)ρD/µ) where
v(D) is the fall-speed of the ice particle and µ is the dynamic
viscosity of air.

The model calculates the depositional growth of ice for
all ice particles within a grid-box. This requires integrat-
ing (1) over an assumed size distribution. For an inverse-
exponential size distribution with intercept parameter N0

(such as that from Wilson and Ballard [1999]) this gives:

dqi

dt
=

2πFSi

A

(
N0

ρ

)1− 2
b+1

(
qi

aΓ(b + 1)

) 2
b+1

, (2)

where the time rate of change of the ice water mixing ratio
(qi) is given in terms of the supersaturation with respect
to ice (Si), the intercept parameter of the ice particle size
distribution (N0 = 2×106exp(−0.1222T )), the air tempera-
ture (T ) and density (ρ), a and b from the ice mass-diameter
relationship (m = aDb), and A is the denominator of (1).

The rate of ice growth by vapour deposition calculated
using (2) is a function of the product of the ice water mix-
ing ratio and the supersaturation with respect to ice. Both
have a sizable vertical gradient near cloud top, but of oppo-
site sign (Fig. 4g,h). The resulting product of these quanti-
ties is not a linear function of height, and choosing the value
from the middle of the layer as a representative value of the
whole layer results in considerable overestimate of the true
layer-mean ice growth rate (Fig. 4i).

3.1. Parameterization overview

We now introduce a parameterization for the vertical
structure of the ice water mixing ratio and temperature that
can be applied at cloud top in a numerical model. To do so
requires making four assumptions about the properties of
the cloud layer. The following four assumptions apply only
to the upper-most mixed-phase model-level:

1. The ice-phase of the cloud fills at least this model-level,
with cloud top at the model-level top.

2. Ice water mixing ratio increases linearly with distance
from cloud top, with zero at the model-level top and 2q̄i at
the model-level bottom.

3. The layer is well mixed, and hence dθL/dz and dqt/dz
are both zero.

4. Diagnosed quantities (e.g. temperature, supersatura-
tion with respect to ice) vary linearly with height throughout
the grid-box.

We use these assumed profiles to calculate the rate of ice
growth by deposition, the sedimentation of cloud ice from
the model level at cloud top to the one below, and to calcu-
late the liquid water content and cloud fraction within the
upper-most mixed-phase model-level. In doing so, we enable
coarse vertical resolution models to capture the important
vertical gradients near cloud top and more accurately simu-
late persistent mixed-phase altocumulus clouds.

The third assumption about the layer being well mixed is
a result of the turbulent mixing of the layer driven by cloud
top radiative cooling and is supported by observations [Mor-
rison et al., 2012; Zuidema et al., 2005; Verlinde et al., 2007].
The linear increase of ice water mixing ratio with distance
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from cloud top in the second assumption is supported by re-
mote sensing observations [Shupe et al., 2008], in-cloud ob-
servations [Fleishauer et al., 2002; McFarquhar et al., 2007],
large-eddy modelling studies [Smith et al., 2009] and analy-
sis of EMPIRE model simulations.

To apply the parameterization of vertical structure at
cloud top we need to determine in which grid-boxes it should
be active. This first requires determining the top of mixed-
phase layer clouds and then deciding over what depth within
the cloud to use the parameterization. We determine the
presence of mixed-phase layer clouds when the following cri-
teria are met:

1. ql > 10−7 kg kg−1

2. qi > 10−10 kg kg−1

3. −40◦C < T < 0◦C.
The parameterization is then applied in the highest model

level of each distinct cloud layer that meets this criteria.
However, if the second-highest model level also meets the
criteria, but has at least five times more liquid than the
highest model level, the parameterization is applied in the
second-highest model level instead. This helps to remove
“jumpiness” in the simulations when small quantities of liq-
uid are present above the main cloud layer. The parameter-
ization is only applied in a single model level, regardless of
the resolution of the model at that height. This may result
in some resolution dependence of the solution but has the
advantage that it is much simpler to apply. Additionally, as
model resolution increases we expect the higher resolution of
the model to better resolve the vertical structure near cloud
top and reduce the requirement for the parameterization.
The results shown in the testing section below demonstrate
that this method does give almost resolution independent
results and the added complications of applying the param-
eterization over a fixed depth are not required.

The parameterization is applied only to the upper-most
mixed-phase model-level of each cloud layer. For coarsely
spaced model-levels this allows for the representation of
the vertical gradient near the cloud top, whereas for finely
spaced model-levels it allows the model to resolve the cloud
vertical structure without much impact from the parame-
terization. The parameterization scales the ice growth rate
and sedimentation rate calculated by the model so that it is
equivalent to the correct value if the vertical gradients of Si
and qi within the model-level were explicitly resolved.

3.2. Correcting ice growth rate

All the quantities in (2) are ordinarily assumed to be con-
stant with height within a model grid-box. We correct for
this by assuming a vertical profile for horizontally averaged
Si and qi (see figure 4). The temperature also changes with
height, and will affect A, T and ρ in (2); however, the frac-
tional changes in these terms are much smaller than for Si

and qi and are hence neglected. This allows us to simplify
(2) to

dqi

dt
= αSiq

2
b+1

i , (3)

where

α =
2π

A

(
N0

ρ

)1− 2
b+1

(
1

aΓ(b + 1)

) 2
b+1

(4)

is constant with height under our assumption. If all terms
in (3) were constant with height (as typically assumed in
model parameterizations), with a value equal to their grid-
box mean (denoted by an overbar), then the calculated
growth rate would be

d̂qi

dt
= αSiqi

2
b+1 . (5)

Here Si is the mean model supersaturation defined as

Si =
qv − qsi(T )

qsi(T )
, (6)

with qv being the mean water vapour mixing ratio (qv =
qt − ql) and qsi(T ) being the water vapour mixing ratio at
ice saturation.

The linear increase of qi with distance below from cloud
top (z′) is given by

qi =
2z′

∆z
qi, (7)

where ∆z is the depth of the grid-box in which the parame-
terization is being applied. Si increases linearly with height
as the cloud top is approached, but it may reach a maximum
value where if the air becomes entirely liquid saturated and
hence qv cannot increase further even if qt does. This oc-
curs at a distance, zm, below the cloud top yielding the
below function of height for Si:

Si =

{ [
∆z−2z′

∆z
β + 1

]
Si if z′ ≥ zm

γSi if z′ < zm

(8)

where

β =
∆Si

Si

if Si 6= 0, (9)

and

γ =
(Si)a

Si

if Si 6= 0. (10)

The difference between the supersaturation at the top and
base of the grid-box is

∆Si = (Si)top − (Si)base . (11)

The maximum supersaturation attainable is

(Si)a =
qsl(T )

qsi(T )
+ (1 − RHcrit) . (12)

and the parameterized value of Si is not allowed to exceed
this value. The distance from cloud top over which Si is
assumed constant with height is calculated as

zm = ∆z
Si + 0.5∆Si − (Si)a

.
∆Si (13)

The strength of parameterizing qi and Si as multiples of
qi and Si is that the correct growth rate can be calculated
from the standard calculated growth rate by a simple mul-
tiplicative factor. A problem is encountered if Si is zero,
however, in this case the calculated grid-box mean growth
rate would be zero anyway.
The correct mean ice growth rate in this grid-box can be
calculated by integrating equation 3 over the depth of the
grid-box using profiles of qi and Si from (7) and (8) respec-
tively. As α is assumed to be constant with height, this can
be written as

dqi

dt
=

α

∆z

∫ ∆z

0

Siq
2

b+1

i dz. (14)

=
α

∆z
Siqi

2
b+1

{∫ zm

0

γ
(

2z

∆z

) 2
b+1

dz
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+

∫ ∆z

zm

[
∆z − 2z

∆z
β + 1

](
2z

∆z

) 2
b+1

dz

}
(15)

After integrating and simplifying terms, this leaves a rel-
atively simple expression

dqi

dt
=

[
b + 1

2b + 1

(
(1 + β − γ)

(
1 − zm

∆z

2b+1

b+1

)
+ γ

)

+β
2b + 2

3b + 2

(
zm

∆z

3b+2

b+1 − 1

)]
2

b

b+1
d̂qi

dt
, (16)

where
d̂qi

dt
is the “regular” growth rate calculated by (5).

As the parameterized growth rate is related to the regular
growth rate by a factor, the correct timestep change of ice
mixing ratio can be obtained by multiplying by this factor.

3.3. Correcting ice sedimentation rate

The calculation of the rate of change of ice mixing ratio
due to sedimentation requires the fluxes of ice both into and
out of the layer. These fluxes require values of qi, and the
mass weighted fall velocity at the interface between grid-
boxes. It is common in simple numerical schemes to assume
that the values at the edges of the grid-box are the grid-box
mean values. This is how ice sedimentation in the Met Office
Unified Model is calculated but as noted earlier this assump-
tion does not hold near the top of mixed-phase clouds. More
advanced (2nd order) schemes interpolate between the val-
ues in two grid-boxes to give the appropriate values at the
interface. This gives a more accurate estimate of the flux
through the bottom of the grid-box, especially where the
linear increase of ice water mixing ratio with depth down
from cloud top continues through the top few grid-boxes.
However, the depth of the layer over which the ice increases
linearly is often 500 metres or less and therefore in coarse
resolution models the grid-box mean values may not increase
linearly with depth and the flux out of the uppermost model
layer would be underestimated by a 2nd order scheme.

In order to give an accurate representation of the flux
of ice from the uppermost cloudy grid-box, the value of ice
water mixing ratio at the base of the layer is fixed at twice
the grid-box mean quantity (consistent with the growth rate
assumption) and the flux of ice out of this grid-box to the
one below is calculated using this ice water mixing ratio.
This is the same as a 2nd order scheme would do if the ice
water mixing ratio continues increasing with depth beyond
the uppermost grid-box but ensures the correct sedimenta-
tion of ice from the layer if the lower grid-box has a lower
ice water mixing ratio.

The equation for calculating the mean fall speed is ob-
tained by integrating the fall velocity of ice particles (v =
aDb) over the assumed ice particle size distribution. This
gives

v =
cΓ (b + d + 1) ρ−0.4

Γ (b + 1)
(

aN0Γ(b+1)
ρqi

) d

b+1

. (17)

By increasing qi to 2qi, the correct mean fall speed for the
ice water mixing ratio found at the bottom of the grid-box
can be calculated.

Next the flux through the bottom of the grid-box is in-
creased by a factor to account for the larger amount of ice
water mixing ratio to be fall to the grid box below. The
factor is calculated as

Factor = 2 − v∆t

∆z
. (18)

This correction factor includes the factor of 2 increase of qi

at the bottom of the grid-box relative to the grid-box mean
but also accounts for the decrease of qi above the bottom of
the grid-box and therefore reduces the correction factor by
the fraction of the grid-box from which ice can fall to the
grid-box beneath in a single timestep. Combining the fall
speed increase and the flux increase gives an equivalent flux
to the grid-box below as calculated in the high resolution
model.

3.4. Representing liquid cloud structure

Unlike the ice water mixing ratio and supersaturation dis-
cussed so far, the liquid water content is not important for
the calculation of any microphysical process rates in this
model. They liquid water content is required for the radia-
tion scheme and so an accurate representation of the grid-
box mean water content and cloud fraction are required even
when only part of the layer contains liquid water. To rep-
resent the sub-grid vertical structure of the cloud, the same
assumption that the layer is well-mixed is used. This means
that θl and qt are constant with height and T decreases ap-
proximately linearly with increasing height. If it is assumed
that the liquid cloud is adiabatic and that the liquid wa-
ter content linearly decreases from cloud top then the total
liquid water content within the grid-box could be easily cal-
culated. However, the inclusion of a diagnostic cloud scheme
complicates this because nearer the cloud top there is both
an increased (in-cloud) liquid water content and increased
cloud fraction. Therefore, to correctly calculate the profile
of liquid water, use of a cloud scheme is required. EMPIRE
uses the simple Smith [1990] cloud scheme as explained in
Part I of this paper, the same scheme as is implemented in
the Met Office Unified Model when run over limited-area do-
mains. It is fortunate that the QN (the grid-box mean satu-
ration with respect to liquid normalised by the standard de-
viation of qt within that grid-box) in this cloud scheme used
to calculate both liquid water content and cloud fraction is
an approximately linear function of height in a well-mixed
layer. QN is defined as

QN =
qt − qsl

σs
, (19)

where σs is the sub-grid standard deviation of qt, defined as

σs =
(1 − RHcrit) qsl√

6
. (20)

The values of QN can be calculated at the top and bot-
tom of the grid-box and the profile of QN can be assumed
linear with height throughout the grid-box. Smith [1990]
described how the liquid water mixing ratio (ql) and cloud
fraction (CF ) are functions of QN

ql

σs
=





0 QN ≤−
√

6

1√
6

(
1 + QN√

6

)3

−
√

6 < QN ≤ 0

QN + 1√
6

(
1 − QN√

6

)3

0 < QN <
√

6

QN

√
6 ≤QN

(21)

CF =





0 QN ≤−
√

6

1
2

(
1 + QN√

6

)2

−
√

6 < QN ≤ 0

1 − 1
2

(
1 − QN√

6

)2

0 < QN <
√

6

1
√

6 ≤QN

(22)

These relationships can then be integrated over the depth of
the grid-box (assuming σs is constant with height) to give
accurate grid-box mean values of liquid water content and
cloud fraction.
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Figure 5. As figs. 3a-d but both simulations include the parameterization of the sub-grid vertical
structure. Ice water mixing ratio is shown in the left hand panel and liquid water mixing ratio in the
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Figure 6. The evolution of simulated liquid water path with time for model vertical resolutions of 50–
500-m from simulations where the vertical resolution parameterization is included. Compare this with
figure 1 where no parameterization is included.

4. Testing the parameterization

The parameterization has been tested in a number of sim-
ulations and scenarios to test its effect. First, idealised sim-
ulations at 50 and 500-m resolution are compared with each
other and to the equivalent simulations without the verti-
cal resolution parameterization. Then simulations spanning
the range 50–500-m resolutions are investigated to check the
simulations are now approximately resolution independent.
Finally the parameterization is included in the simulations
used in Part I of this paper, to confirm that the param-
eterization is beneficial in real case simulations as well as
idealized simulation.

Adding the parameterization to the 50 and 500-m ide-
alised simulations results in an increase in the liquid water
content in both simulations. The liquid water content in-
creases by a small amount (15%) in the 50-m simulation
and by an order of magnitude in the 500-m simulation when
averaged over the duration of each simulation (relative to

the control simulations without parameterization). The pa-
rameterization results in a reduction of mean ice water path
of 5% in the 50-m simulation and an increase of 6% in the
500-m simulation; these values are much smaller than the
changes to the liquid water paths in each simulation.

The vertical structure of the cloud in the coarse reso-
lution simulations is much more similar to that of the fine
resolution when the parameterization is included. Both sim-
ulations now have a thin layer of liquid water at cloud top
persisting throughout the simulation (Fig. 5b,d) with the
liquid water path of the cloud layer decreasing steadily with
time. The ice water mixing ratio in the 500 metre simula-
tion (Fig. 5c) takes longer to build up near cloud top, and
reaches a lower peak value that the simulation with no pa-
rameterization; this enables the liquid water layer to persist
for longer.

The parameterization has also been tested in simulations
with vertical resolution spanning the range of 50 to 500 me-
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Figure 7. Mean liquid and ice water contents, cloud fractions and mean in-cloud water contents from
EMPIRE experiments where the vertical resolution specification has been changed. The experiments are:
(black) 50 metre vertical resolution, (red) 500 metre vertical resolution, (magenta) 500 metre vertical
resolution with the sub-grid parameterization of cloud vertical structure active in the uppermost mixed-
phase model level and (orange) the same as magenta but also including the ice particle size distribution
change from Part I. The blue dashed line and light blue fill relate to remote sensing observations and the
grey lines show the mean values predicted by a number of GCMs as plotted in Part I, Fig. 2.

tres. The inclusion of the parameterization results in an in-
crease in the liquid water content for all vertical resolutions
when averaged over the entire simulation (Fig. 6). There is
now considerable agreement between the simulations of dif-
ferent vertical resolution about the persistence of the cloud
layer and the liquid water path of the cloud at any given
time. All resolutions up to 500 metres are able to maintain
a supercooled liquid water layer throughout the simulation
when the parameterization is included. This is a great im-
provement on the resolution dependence exhibited when no
parameterization is included.

The parameterization has been tested in the 21 cases
analysed in Part I of this paper. Running the simulations
at 500 metre resolution showed that the mean supercooled
liquid water content at temperatures below −5◦C reduced
to just 12% of that in the 50 metre simulation (Fig. 7);
with the parameterization included this increases to 84%.
The distribution of supercooled liquid water as a function of
height is comparable with the high resolution control simu-
lation for temperatures warmer than −20◦C and almost an
order of magnitude more liquid water at these temperatures
than without the parameterization. Furthermore, inclusion
of the change to the ice particle size distribution from Part
I further increases the mean liquid water content, more con-
sistent with observations.

This parameterization of the vertical gradients of ice wa-
ter mixing ratio and supersaturation near the cloud top
has removed much of the vertical resolution sensitivity for
mixed-phase altocumulus clouds. The model is now capa-

ble of producing persistent mixed-phase layer cloud across
a broad range of resolutions and the vertical structure is
broadly similar for all resolutions tested.

5. Discussion

Simulations of mixed-phase altocumulus clouds using a
single-column model have shown that coarse-resolution sim-
ulations are not able to maintain thin mixed-phase layers
but that fine-resolution simulations can. In coarse-resolution
simulations the supercooled liquid water at cloud top is con-
verted to cloud ice too rapidly. In our idealised simulations,
model vertical resolution of 100 m or finer is required before
the simulations converge.

The resolution sensitivity arises because with coarse res-
olution the model is unable to represent the vertical gradi-
ents of ice water mixing ratio (qi) and temperature near the
cloud top. The vertical gradient of temperature is impor-
tant for diagnosing the vertical structure of supersaturation
with respect to both liquid and ice. The ice supersaturation
and ice water mixing ratio together control the rate of ice
growth by vapour deposition. As models have only a single
value for each prognostic variable within each grid-box the
vertical gradients are usually ignored; however, calculating
cloud properties and microphysical process rates from the
layer-mean prognostic variables results in substantial errors
in the case of mixed-phase altocumulus (Fig. 4).

A parameterization of the sub-grid vertical gradients at
the top of mixed-phase altocumulus clouds has been devel-
oped. This parameterization assumes linear variations of qi
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and temperature with height and calculates microphysical
process rates and cloud properties using these profiles. In-
cluding this parameterization in the top model level of sim-
ulated mixed-phase clouds yields model simulations that are
approximately resolution independent and are able to main-
tain persistent mixed-phase altocumulus clouds. The pa-
rameterization corrects the ice microphysical process rates
near the cloud top, is not computationally expensive and
greatly improves the representation of altocumulus in a
coarse resolution single-column model and is suitable for in-
clusion in GCMs.

The resolution sensitivity accounts for a large fraction of
missing supercooled liquid water found in models with prog-
nostic ice cloud schemes (when compared to models where
cloud ice is diagnosed, see Part I of this paper). The single-
column model can now simulate persistent mixed-phase al-
tocumulus clouds in a way that many GCMs cannot. The
correction of such biases in GCMs, to allow persistent mixed-
phase clouds, could alter the radiative transfer calculations
within the model and will be important for both weather
and climate prediction.

Our approach of single-column modelling with observa-
tional constraints has proved helpful to diagnose important
biases in microphysical calculations and to fix them. The
results presented in the two parts of this paper have high-
lighted errors in the simulation of mixed-phase altocumu-
lus resulting from both ice particle size distribution errors
(Part I) and vertical resolution sensitivity (Part II). The
model simulations have much lower mean liquid water con-
tents than observations. In general, any process that affects
the ice growth rate is important for simulating mixed-phase
clouds because the ice growth rate dominates the rate of
conversion of liquid to ice and the rate at future times is
dependent on the current ice water content.

The remaining difference of simulated liquid and ice cloud
fraction from observations is of lesser importance and is a
separate problem from the water contents as the clouds frac-
tions are diagnosed from the water contents. Further work
to evaluate model representations of the relationship be-
tween water content and cloud fraction, especially for ice,
is ongoing.

Regarding the resolution sensitivity, the dependence of
microphysical process rates on vertical gradients of cloud
properties discussed in this paper explain why the model
with the most sophisticated microphysics scheme evaluated
in this study (the Met Office Unified Model) had a much
lower mean liquid water content than the other models with
more simple microphysics. Large underestimates of the su-
percooled liquid water content were present in model inter-
comparisons of Arctic boundary-layer clouds [Klein et al.,
2009] and this parameterization might prove to reduce some
of the bias in those simulations. Similar sensitivities were
found when a new prognostic liquid and ice microphysics
scheme was implemented in the ECMWF model, where sub-
stantial underestimates of supercooled liquid water were
found in mixed-phase boundary-layer clouds resulting in
large surface temperature biases [Forbes and Tompkins,
2011; Forbes and Ahlgrimm, 2014], specifically night time
minimum temperatures over northern Europe in winter. A
simple, artificial reduction of the ice growth rate in the up-
per portion of each cloud layer was implemented to address
this problem; the sign of this change now seems physically
justified given the vertical resolution sensitivity but it would
be preferable to have the physics correctly represented. This
sensitivity of surface temperature to the presence of super-
cooled liquid stresses the importance of correctly predicting
mixed-phase clouds for weather forecasting as well as bet-
ter representing cloud feedbacks important for our future
climate. Further work is now required to implement this
parameterization in climate models and to provide a revised
estimate of cloud feedbacks and climate sensitivity.
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