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a b s t r a c t

Although extensively studied within the lidar community, the multiple scattering

phenomenon has always been considered a rare curiosity by radar meteorologists. Up to

few years ago its appearance has only been associated with two- or three-body-

scattering features (e.g. hail flares and mirror images) involving highly reflective

surfaces.

Recent atmospheric research aimed at better understanding of the water cycle and

the role played by clouds and precipitation in affecting the Earth’s climate has driven

the deployment of high frequency radars in space. Examples are the TRMM 13.5 GHz,

the CloudSat 94 GHz, the upcoming EarthCARE 94 GHz, and the GPM dual 13–35 GHz

radars. These systems are able to detect the vertical distribution of hydrometeors and

thus provide crucial feedbacks for radiation and climate studies. The shift towards

higher frequencies increases the sensitivity to hydrometeors, improves the spatial

resolution and reduces the size and weight of the radar systems. On the other hand,

higher frequency radars are affected by stronger extinction, especially in the presence of

large precipitating particles (e.g. raindrops or hail particles), which may eventually

drive the signal below the minimum detection threshold. In such circumstances the

interpretation of the radar equation via the single scattering approximation may be

problematic. Errors will be large when the radiation emitted from the radar after

interacting more than once with the medium still contributes substantially to the

received power. This is the case if the transport mean-free-path becomes comparable

with the instrument footprint (determined by the antenna beam-width and the

platform altitude).

This situation resembles to what has already been experienced in lidar observations,

but with a predominance of wide- versus small-angle scattering events. At millimeter

wavelengths, hydrometeors diffuse radiation rather isotropically compared to the

visible or near infrared region where scattering is predominantly in the forward

direction. A complete understanding of radiation transport modeling and data analysis

methods under wide-angle multiple scattering conditions is mandatory for a correct

interpretation of echoes observed by space-borne millimeter radars.
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This paper reviews the status of research in this field. Different numerical techniques

currently implemented to account for higher order scattering are reviewed and their

weaknesses and strengths highlighted. Examples of simulated radar backscattering

profiles are provided with particular emphasis given to situations in which the multiple

scattering contributions become comparable or overwhelm the single scattering signal.

We show evidences of multiple scattering effects from air-borne and from CloudSat

observations, i.e. unique signatures which cannot be explained by single scattering

theory. Ideas how to identify and tackle the multiple scattering effects are discussed.

Finally perspectives and suggestions for future work are outlined.

This work represents a reference-guide for studies focused at modeling the radiation

transport and at interpreting data from high frequency space-borne radar systems that

probe highly opaque scattering media such as thick ice clouds or precipitating clouds.

& 2009 Elsevier Ltd. All rights reserved.
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1. Introduction

Although well-known in the lidar community, multiple
scattering (MS hereafter) has always been regarded as a
‘‘rara avis’’ in the radar (radiowave detection and ranging)
community. This is evident in radar books (e.g. [1,2])
when discussing the hypotheses underlying the radar
equation, the basis for the interpretation of the
radar signals. Therein many pages are dedicated to the
extension of the reflectivity definition to large-compared-
to-wavelength (the so-called ‘‘Mie’’) and to non-spherical
scatterers, to the attenuation correction, to the antenna
pattern and to the beam filling effects, and so on. It is
seldom mentioned that the radar equation (as normally
presented) hinges on the single scattering (SS hereafter)
assumption, i.e. the reflected received power is assumed
al. Multiple-scatterin
to come from radiation which has directly traveled from
the transmitter to the scatterer and has been then back-
scattered to the radar receiver (possibly being attenuated
within the two-way path). The apparent backscatter bapp,
which is directly proportional to the apparent radar
reflectivity factor Zapp, measured at a range r, is then
given simply by

bappðrÞ ¼ beff ðrÞ exp½�2tðrÞ� ð1Þ

where tðrÞ is the total optical depth (inclusive of clouds,
precipitation, and gas contributions) between the instru-
ment and the position of the scatterer r, and beff is the
‘‘effective’’ backscatter of the medium (proportional to
the effective reflectivity Zeff ). Note that Eq. (1) includes the
trivial case of no attenuation, if the optical depth of
the medium t51.
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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The key assumption for the validity of Eq. (1) is that
any scattered photon leaving the geometrical field of view
(FOV) of the receiver is not detected, except those in the
exact backscatter direction. Thus all possible successive
orders of scattering contributions can be neglected. Such
conditions are typically experienced by most of the
currently operated radar systems (e.g. ground-based
weather radars). After attenuation correction and elim-
ination of spurious effects (like second trip echoes), the
radar signal can be interpreted unambiguously as coming
from a certain range and location, and the signal can be
related to properties of the medium at that range and
location. This is the basic principle underlying all active
‘‘ranging instruments’’.

Recent research oriented towards a better under-
standing of the water cycle and the role played by clouds
and precipitation in affecting the Earth’s climate has
driven the deployment of high frequency (from 13 to
94 GHz) space-borne radars. A list of current and future
space-borne radars with their specifics is provided in
Table 1.

The precipitation radar (PR) at 13.8 GHz on board the
tropical rainfall measuring mission (TRMM) satellite
demonstrated the great potential of such instruments in
detecting and characterizing the vertical structure of
clouds and precipitation in the Tropics [3]. This informa-
tion is crucial e.g. for deriving the vertical distribution of
latent heat release [4]. Another significant step forward
will be made by the global precipitation measurement

(GPM, http://gpm.gsfc.nasa.gov/), with critical ameliora-
tions in the radiometer and radar systems compared to
the corresponding instruments flown on the TRMM
satellite. The GPM radar system will include two radars
at different frequencies, i.e. 13.6 and 35 GHz. These
instruments will mitigate the well known problem of
having to specify a priori the drop size distribution of the
precipitation.

CloudSat, launched in April 2006 [5], paved the way to
space-borne nadir-pointing 94 GHz cloud radars as unique
precipitation detectors, suited for better understanding
the transition between non-precipitating and precipitat-
ing clouds. These radars detect drizzle (e.g. [6]), light rain
or snowfall, thus offering a unique and more holistic view
of the water cycle. Even information on the vertical
structure of hurricanes has been inferred ([7] and refer to
the CloudSat web-page http://cloudsat.atmos.colostate.
edu/ for wide variety of examples). Interestingly even for
such heavy precipitating systems the complete attenua-
tion of the signal seems to occur much less often than
expected.
Table 1
Characteristics of space-borne radars for current and future missions.

Mission name Radar frequency (GHz) Radar band Satellite alti

TRMM 13.8 Ku 350 km

GPM 13.8 Ku 400 km

GPM 35.5 Ka 400 km

CloudSat 94.0 W 705 km

EarthCARE 94.0 W 395 km

ACE 94.0 W=Ka TBD

Please cite this article as: Battaglia A, et al. Multiple-scatterin
j.jqsrt.2009.11.024
As a follow-up, the European Space Agency selected the
Earth, Clouds, Aerosols, and Radiation Explorer (EarthCARE)
mission with a space-borne 94 GHz radar (launch intended
in 2013). Thanks to its improved sensitivity and additional
Doppler capabilities, the EarthCARE cloud-radar will provide
vertical velocity profiles to further characterize the upper
layers of convective cells and of some moderately con-
vective systems with pronounced ice sedimentation. Thus
EarthCARE will further enhance our ability to monitor and
study cloud and precipitation processes on a global scale.
Finally we mention the Aerosol/Cloud/Ecosystem (ACE)
mission, which has been proposed in the U.S. National
Research Council Decadal Survey as one of the 17 space
missions recommended for the next decade. Among other
instruments, ACE will carry a 94 and possibly a 35 GHz
radar, with cross-track scanning and Doppler capabilities.
The latter option is currently being studied at NASA.

As the frequency of operations and the distance from
the observed medium increase, some factors come into
play which have the potential to enhance the significance
of higher order of scattering in the radar echo and hence
to break the validity of the SS approximation.
�

tud

g in
The increase in the optical thickness of the medium

enhances the probability of interaction of radiation
within the medium. As a rule of thumb, the critical
condition to activate considerable MS contributions is
the decrease of the mean free-radiation path (defined
as the inverse of the extinction coefficient) towards
values comparable or smaller than the radar footprint
dimension (which can be of the order of few kilo-
meters for typical space-borne systems).

�
 The increase of scattering versus absorption cross-section,

i.e. the SS albedo ~o, allows the radiation to interact
many times within the medium before being absorbed
or leaving the cloud and eventually being redirected to
the receiver.

�
 The change of hydrometeors scattering phase functions,

that become more peaked in the forward direction,
tends to keep the radiation within the instrument FOV

despite scattering, thus increasing the contribution of
higher orders of scattering.

A vertical cut of the 3D resolved cloud hydrometeor
content simulated for a hurricane system [8] is presented
in Fig. 1. The relevant SS properties (extinction coefficient
kext , albedo ~o and asymmetry parameter g, defined as the
average cosine of the scattering phase function:
g ¼/cosyS) at 13.5 and 94 GHz for such scenario are
depicted in Fig. 2. This model case represents an extreme
e Radar beamwidth Horizontal resolution Best MDT

0:713
� 0:713 4.3 km 17 dBZ

0:73
� 0:73 4.9 km 17 dBZ

0:73
� 0:73 4.9 km 15 dBZ

0:13
� 0:13 1.2 km �30 dBZ

0:083
� 0:083 0.8 km �36 dBZ

TBD TBD TBD

radar systems: A review. JQSRT (2010), doi:10.1016/

http://gpm.gsfc.nasa.gov/
http://cloudsat.atmos.colostate.edu/
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scenario, with hydrometeor contents exceeding 6 g=m3 in
the precipitating core located at about 220 km. The
extinction properties mirror the hydrometeor content
with the lower frequency having values much smaller
than those achieved at 94 GHz. At the two frequency
values as high as 2.2 and 12:5 km�1 are encountered,
which correspond to a mean-free-path equal to 450 and
80 m, and to extreme one-way attenuation coefficients
equal to 9.5 and 54 dB/km, respectively. In addition to the
large difference in the amplitude of the extinction
coefficients of the medium at the two frequencies, the
precipitating medium has much less absorption at
94 GHz: the cloud above the freezing level, where large
ice particles are present, has ~o above 0.8 while the
heavily precipitating rain region is characterized by values
close to 0.5. On the other hand, at 13.5 GHz absorption
dominates scattering, especially when liquid phase
hydrometeors are present. This reflects the behavior of
SS ice and water particle properties (e.g. see [9, Chapter
3]). Finally, while at 13.5 GHz the medium appears to
scatter almost isotropically (�0:1rgr0:1 with
raindrops/ice particles slightly producing more/less
backscattering), at 94 GHz the forward scattering
dominates with large ice particles capable of producing
g values as high as 0.7.

When comparing these mean-free-path values with
the footprint of space-borne radars (sixth column in
Table 1) this example hints that MS effects should be
relevant at a frequency somewhere between 13 GHz (the
operating frequency of the old generation of space-borne
Please cite this article as: Battaglia A, et al. Multiple-scatterin
j.jqsrt.2009.11.024
radars) and 35 GHz (the lowest frequency of the new
generation of radars). Therefore, a detailed investigation
of MS effects for radar systems at frequencies in the mm
region is a timely endeavor.

1.1. Multiple scattering regimes

The MS phenomenon in active remote sensing has been
thoroughly studied by the lidar community (see [10,11]
and references therein). It is enlightening to distinguish
two MS regimes experienced by active remote sensors
(see [12,13]).
1.
g in
Small-angle multiple scattering: For lidar application,
cloud particles are typically much larger than the
wavelength; hence Babinet’s principle states that half
of the extinguished energy is scattered into a narrow
forward lobe with a 1=e half-width of Y¼ l=ðpaÞ, where
l is the wavelength and a is the radius of the particle
(details in [14]). These small angle forward-scattered
photons may remain within the FOV of the detector (lidar
FOV s are within the range of 0.1–5 mrad) and contribute
to the apparent backscatter (e.g. red path in the top panel
of Fig. 3). Photons that experience wide-angle scattering
will leave the FOV and they will not be detected (e.g.
green path in Fig. 3).
The condition for this to occur is

lY
~o rX5 lt ð2Þ
radar systems: A review. JQSRT (2010), doi:10.1016/

dx.doi.org/10.1016/j.jqsrt.2009.11.024
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hurricane precipitating system, whose hydrometeor content is depicted in Fig. 1. The SS properties refer to 13.5 GHz (left) and to 94.0 GHz (right panels).

The dashed line indicates the freezing level height.
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Fig. 3. Schematic representing two MS regimes. Radiation released from

the active sensor at the top of the scene enters the scattering medium

(blue shaded area) and undergoes small-angle (top panel) and wide-

angle (bottom panel) scattering. Contributions to the received power are

relevant only when coming from radiation interacting within the

antenna footprint (marked by the black lines).

P
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where X is the width of the ‘‘footprint’’ of the receiver at
the range of the scatterers (see Fig. 3), l¼ 1=kext is the
mean-free-path and lt ¼ l=½ ~oð1� ~ogÞ� is the ‘‘transport
mean-free-path’’ [15].
2.
Fig. 4. Apparent backscatter that a nadir-looking instrument would

observe in a homogeneous slab of cloud for different scattering regimes

that active sensors encounter (adapted from [13]).
Wide-angle multiple scattering: If the footprint size X is
on the same order or larger than lt (bottom panel in
Fig. 3)

Xklt ð3Þ

wide-angle scattered photons may remain within the
FOV and eventually they may be detected.
lease cite this article as: Battaglia A, et al. Multiple-scatterin
jqsrt.2009.11.024
since hydrometeors have sizes smaller or at most

In radar systems the first MS regime never materializes

comparable to the radar wavelength. Vice versa, given
the hydrometeors’ more isotropic-like scattering pattern,
the second regime might be encountered.

1.2. Multiple scattering: signal or noise?

Small and wide-angle MS produce two completely
different interpretation paradigms when considering the
instrument ranging capability. For all ranging active
instruments the radiation’s time of return is assumed
proportional to the straight-line, round-trip distance
between the scattering volume and the collocated
transmitter/receiver assembly. Ideally active remote sen-
sing only detects SS; thus the straight line assumption is
satisfied and the sample volume responsible for back-
scattering the transmitted radiation is ranged precisely in
space. Radiation may, however, encounter a large number
of scattering interactions. With each successive scatter,
the residence time of radiation within the medium is
increased; depending on the extended residence time of
such multiply scattered radiation, its energy may be
mapped to range locations at considerably larger dis-
tances from the sample volume in which primary scatter
occurred. Once MS contributions to the return signal
become significant, the ranging capability of the instru-
ment deteriorates differently (as outlined hereafter) for
the two mentioned MS regimes.

The distance traveled by photons that have only under-
gone small-angle MS is approximately the same as that of SS

photons; thus the time of travel can still be converted
unambiguously into the distance of the backscattering
medium. This component is sometimes referred to as
‘‘correctly ranged’’ MS return. The total return is enhanced
(see dashed line in Fig. 4) and its interpretation should not
be based on Eq. (1). The assumption that the scattering
events occur in the forward direction allows for a closed
form of a multiple-scattering equation for lidar [16,10]. In
practice, small-angle MS enhances the penetration of the
cloud and hence serves as an aid producing an exploitable
signal in the retrieval of cloud vertical structure.
g in radar systems: A review. JQSRT (2010), doi:10.1016/

dx.doi.org/10.1016/j.jqsrt.2009.11.024
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When dealing with wide-angle MS we have to contend
with the difficulty that the associated time delay makes
returning radiation appear to originate from a range beyond
the distance to which it actually penetrated. Radiation does
not necessarily penetrate to the depths indicated by the raw
return and thus there is no way to retrieve properties
relative to such depths from the sensor signal. In the
presence of a cloud/rain layer this translates into a ‘‘pulse
stretching’’ well beyond the layer base as illustrated in Fig. 4
(continuous line). This feature is also visible in large
footprint (of the order of 1 km) space-borne lidar observa-
tions of liquid water clouds where it appears as streaks of
fading intensity below the cloud base (see the LIdar
Technology Experiment (LITE) [17]). Such effects are not
noticeable in lidar observations made with smaller foot-
prints (of the order of 100 m) like with CALIPSO and IceSAT
[18]. With radar systems it appears in the form of hail spikes
and mirror images (see discussion in Section 3) and in
exceptional long tails apparently coming even from below
the surface in CloudSat 94 GHz radar observations of deep
tropical convective precipitation [19] and Section 6. More
problematic cloud/rain profile returns may contain in-cloud/
rain pulse stretching, which contaminates the SS return such
that detailed profile information is lost entirely. In this case
the presence of MS can be regarded more as noise than as
signal, causing the loss of the ranging capability and further
complicating any retrieval procedure.

2. Introducing multiple scattering in the radar equation

The classical radar equation (e.g. see [1,2]) is usually
based on the assumption that the apparent reflectivity is
only determined by SS contributions. Following [20] we
will briefly summarize how to generalize the radar
equation to include MS components. In particular a new
generalized definition of the radar reflectivity, in terms of
backscattered specific intensity, is introduced.

Let us consider a radar with radial resolution Dr� ct=2
(t being the pulse width, c the speed of light) transmitting
a power PT (Fig. 5). Let us suppose an observation
geometry, where the radar is placed in the origin. For
simplicity of notation, we introduce a slant reference
coordinate system ðr0; y;jÞ with its vertical coordinate
coincident with the radar range r along the pointing angle
O0 ¼ ðy0;j0Þ. The corresponding solid angle Or ¼ ðy;jÞ
stands for the angle between r and r0. The power density
FT ðrÞ impinging at range r in a given direction, opposite to
the receiving direction Ôr , is related to PT through the
antenna gain function GðÔrÞ by

FT ðrÞ ¼
PT

4pr2
GðÔrÞ ð4Þ

Very often the antenna gain function is normalized (gn) to
its maximum value G0 (which is typically obtained along the
antenna axis) as: gnðX̂Þ � GðX̂Þ=G0. From this variable two
useful integral quantities can be derived: the antenna
pattern solid angle Op and the two way main-lobe solid
angle O2A

Op �

Z
gnðX̂ÞdO; O2A �

Z
½gnðX̂Þ�2 dO ð5Þ
Please cite this article as: Battaglia A, et al. Multiple-scatterin
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For instance a Gaussian antenna pattern with a 3-dB beam-
width yd is described by

gnðyÞ ¼ exp �4 ln 2
y2

y2
d

 !" #
ð6Þ

y being the polar zenith angle relative to the antenna axis.
The 3�dB footprint radius at the ground is approximated by
Lr �Hrtanðyd=2Þ (see Fig. 3, Hr is the radar height) while the
antenna pattern solid angle Op equals py2

d=4 ln 2 and the
two way main-lobe solid angle O2A equals py2

d=8 ln 2.
The transmitted power PT is partially reflected back by

each particle intercepting the radar beam within the
scattering volume. The radar equation provides the received
power as a function of the radar and the medium
characteristics. The mean apparent (or effectively measured)
received power due to the scattering volume DVr with range
resolution Dr at distance r in the presence of MS can be
generally expressed as an integral of the received specific
intensity (measured in W=ðm2 srÞ) from apparent ranges
between r�Dr=2 and rþDr=2, /Iappðr; X̂ÞSDr , weighted by
the antenna effective area AðX̂Þ over the solid angle [21]:

/PRecðr;O0ÞS¼
Z

4p
AðX̂Þ/Iappðr; X̂ÞSDr dO

¼
l2

4p

Z
4p

GðX̂Þ/Iappðr; X̂ÞSDr dO ð7Þ

where we have related the antenna gain G to the antenna
effective cross-section A through the reciprocity formula
(A¼ l2=ð4pÞG). The expression (7) is general and simply
states that /Iappðr; X̂ÞSDr is the key unknown quantity to be
computed. The received specific intensity is obtained by
summing up terms with different scattering order as

/Iappðr; X̂ÞSDr ¼
X

j

/I½j�appðr; X̂ÞSDr ð8Þ

The only feature common to all terms present in the right
hand side of Eq. (8) is the traveled total radiation path,
which is within the interval ½2r�Dr;2rþDr�.

The radar equation in the SS approximation is usually
expressed in terms of the single scattering (SS) apparent
radar reflectivity Z½1�app as [22,2]

/P½1�RecðrÞS¼ Ae0

Z
4p

gnðX̂ÞI½1�appðr;Dr; X̂ÞdO

¼
Ae0G0O2ADr

ð4pÞ2
PT

r2

p5jKwj
2

l4
Z½1�appðrÞ ð9Þ

where G0 ¼ 4p=Op and Ae0 ¼ ðl
2=4pÞG0 are the maximum

directive gain and maximum antenna aperture, respec-
tively, l is the radar wavelength. O2A is the two way main-
lobe solid angle defined in Eqs. (5). The jKwj

2 is the
dielectric factor usually assumed for liquid water. Some
calibration conventions use its value at centimeter
wavelengths, 0.93, whereas others use the value at the
frequency in use, but it should be noted that at millimeter
wavelengths this quantity is temperature dependent. For
instance for CloudSat frequency jKwj

2 is set equal to 0.75,
i.e. the dielectric factor for liquid water at 94 GHz and
10 1C. Note that Eq. (9) further simplifies for Gaussian
antenna patterns (G0O2A ¼ 2p) and for pencil beam
antennas (G0O2A ¼ 4p).
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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Fig. 5. Geometry and principles to compute the radar MS apparent reflectivity ZMS
app. Extracted from [24].
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In Eq. (9) all the scattering medium properties are
characterized by the apparent reflectivity, which can be
related to the effective reflectivity factor Zeff by

Z½1�appðrÞ � Zeff ðrÞe
�2
R r

o
kext ðxÞ dx|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

A2�wayðrÞ

¼
l4

p5jKwj
2

Z
D
sbackðDÞNðDÞdD

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{kbackðrÞ
2
6664

3
7775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Zeff ðrÞ

A2�wayðrÞ ð10Þ

with sback the backscattering cross-section, D the
diameter of the scatterers and NðDÞ the size distribution
of the scatterers (per unit volume and unit diameter
interval) within the radar resolution volume. Eq. (10)
implicitly defines also the two-way attenuation A2�wayðrÞ
Please cite this article as: Battaglia A, et al. Multiple-scatterin
j.jqsrt.2009.11.024
(typically expressed in dB/km) and the radar backscatter-
ing coefficient kback (in m�1) at range r. Keep in mind
that, outside the radar community the backscattering
coefficient is usually denoted by the symbol b [e.g. here
in Eq. (1)] in units m�1 sr�1. Its relation to the
radar backscattering coefficient is: bback ¼ kback=ð4pÞ [23,
Section 4.6].

By comparing Eq. (7) and (9), it is straightforward to
introduce an apparent reflectivity of order ½j� (see details
in [24]):

Z½j�app �
Op

R
4pgnðX̂ÞI

½j�
appðr;Dr; X̂Þr2 dO
O2APT

" #
4p
Dr

l4

p5jKj2
ð11Þ

which is the mean value of the apparent received specific
radiation intensity, which has been scattered j times
within the medium.

Eq. (11) can be easily generalized to include polariza-
tion by substituting the scalar intensity Iapp with the
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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Stokes vector Iapp. Hereafter, particular emphasis is put on
copolar and cross-polar (subscript co and cx, respectively)
reflectivities; for instance Z½2�cx will indicate the fraction of
the second order of scattering reflectivity, which is cross-
polarized, with respect to the transmitted signal.

3. Three body scattering: the forerunner of MS effects

Phenomena comprising three-body scattering with at
least one of these bodies involving a highly reflecting
surface have already been identified to produce specific
radar echoes. The most striking ones are hail spikes in
ground-based weather radars and mirror images in space
and airborne radars.

3.1. Hail spikes

The hail spike signature refers to an appendage seen in
weather radar displays of reflectivity behind hail bearing
storm cells. It was explained and quantified by [22] in
terms of multiple scattering between hydrometeors and
the ground. Although the signature is routinely used by
the US National Weather Service forecasters for warnings,
only four published studies in scientific literature address
its physical basis [25–28]. The explanation is as follows:
the transmitted EM wave is scattered by large hydro-
meteors towards the ground. The ground backscatters the
wave to the hydrometeors which in turn scatter it back to
the radar antenna. Because of this, the phenomenon is
referred to as ‘‘three body scattering’’. Zrnic [22] derived
the radar equation for the signature as a function of the
distance r between the hail shaft and the reflecting
ground, and he demonstrated excellent agreement with
observation. The theory considers the case r4dþh, where
d is the radial extent of the hail shaft and h is the height of
the beam above ground intercepting the shaft. Zrnic’s data
were from a 10 cm wavelength radar and he attributed the
contribution to non-Rayleigh scattering by large wet hail.
Wilson and Reum [25] made a thorough analysis of
several ‘‘three body scattering phenomena’’. They in-
cluded cases where rodþh, and considered 3 and 5 cm
radar wavelengths as well. Furthermore they documented
examples from Alabama that exhibited three body
scatterers
(hail shaft)

Ri

Rj 

Fig. 6. The three body scattering process. The bidirectional path comprisi

Please cite this article as: Battaglia A, et al. Multiple-scatterin
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scattering signatures with no hail reaching the ground.
Lemon [26] presents observations of three body scattering
signatures (TBSS) made with the WSR-88D (Weather
Surveillance Radar, 1988, Doppler). Although all storms
reported in that study produced hail larger than 6.5 cm in
diameter, the article implies that this artifact requires a
hail diameter above 2.5 cm. They also stressed the
predictive value of the TBSS because it is created aloft
and typically precedes surface hail fall and strong winds
by 10–30 min. In a recent article, [28] reports observations
of weak TBSS with the WSR-88D in Texas and South
Dakota. Such TBSS observations from this network were
only possible, when reflectivity threshold were lowered
from 5 to �5 dBZ. The storms associated with these weak
TBSS produced hail up to 25 mm in size and had primary
reflectivity values above 56 dBZ. Typical TBSS reflectivity
factors were in the range between �5 and 4 dBZ; the
lowest observed was at �14 dBZ.

Hubbert and Bringi [27] realized that the bidirectional
reflections would add to the returned power. It appears
that these authors added power (like [22]) rather than the
coherent voltage (fields) contributions in their deriva-
tions. Nonetheless, this omission had no bearing on the
results in either of the papers because both use relative
power values; in [22] the dependence on r is relative to
the maximum of the reflectivity core, whereas in [27] the
differential reflectivity (ratio of powers for horizontal and
vertical polarizations) are computed. We reexamine the
radar equation for the three body scattering, correct it for
the omission of the coherent sum, and present recent
examples of the signature.

3.1.1. Radar equation for 3-body scattering

Fig. 6 depicts the volume within the beam wherein
scattering is assumed to be sufficiently strong to produce
a detectable three body signature. Let the range extent of
this volume be d (typically few kilometers). The beam
travels from the antenna to the hail stone (Ri), then from
hail to the ground (ri), scatters from the ground (rj) back
to another hailstone at Rj and then to the antenna. It is
important to note that the same path, but in opposite
direction (marked with opposite arrows in Fig. 6), may be
taken by the electromagnetic waves, and that both
contributions add coherently at the antenna, a fact
rj

ri

vs

σri

beam axis

ng the radar, the ith and jth scatterer, and the ground is indicated.
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omitted in [22]. Since the phases of the electric fields
related to these two wave-paths are exactly in phase, the
corresponding total intensity will be twice as much the
sum of the intensity associated with each single field (see
also Fig. 13 and related discussion).

For one pair of hail stones, i and j, the total path is
RiþriþrjþRj (Fig. 6). This interaction pattern may occur
between any pair of hail stones, and the energy from such
interactions between pairs and the ground will reach the
antenna at the same time if RiþriþrjþRj is the same.
Obviously the true beam path length differs from the one
obtained when only SS with the hailstones is involved. If
the depth d of the hail shaft satisfies dorj, where rj is the
distance between the scatterer farthest from the radar
and the ground, then all scatterer pairs within the beam
intersecting the shaft can produce signals that add up at
the radar. In that case there would be MðM�1Þ interac-
tions, where M is the number of scatterers.

The geometry in Fig. 6 can be simplified. In Fig. 7 the
range from the radar to the center of the common
scattering volume (i.e. the intersection of the beam with
the shaft) is denoted by R. The cone with the vertex at the
center of the shaft is intersecting the ground at the
distance r. Following the notation introduced in Section 2
the radar equation (7) for the three body scattering has
the following form [22]:

P3�body
R ¼

PT G2
0l

2py2
dðct=2Þ

ð4pÞ3ðRþrÞ28 lnð2Þ

py2
dðRþrÞ2d2sðyrÞ

H
½NðDÞIðy;jÞdD�2ds

16 lnð2Þp2r4 cosyr

ð12Þ

The backscattering cross-section per unit area of the
ground is sðyrÞ. This is an average value for grazing angles
yr , and it is assumed to be the same everywhere at the
intersection of the cone with the ground. Its usual units
are m2 per m2 and is often given in dB [29]. Iðy;jÞ is the
power flow due to scattering in the usual directions, and
ds¼ r cosyr dc is the line element along the circle (base of
the cone). The main approximation is that the center of
the common (scattering volume) is representative for all
scatterers, hence distances and angle are referenced to its
location. This is why the integration is along the circle on
R

r

to radar

Fig. 7. Simplified representation of the geometry in the three body scattering

middle of the shaft. The beam is assumed parallel to the ground and the distanc

ground corresponding to the indicated forward scattering angle yr .
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the ground as opposed to ellipses. Note that the returned
power Pr is twice the one reported in [22] who did not
account for coherent summation due to bidirectional
propagation within each pair of scatterers. The first
fraction in (12) contains all the terms of the weather
radar equation except the reflectivity factor Zs of the three
body scattering signature at range ðRþrÞ. It is given by the
second fraction as (corrected equation (9) in [22])

Z3�body
s ¼

l4

p5jKwj
2

py2
dðRþrÞ2 d2sðyrÞ

H
½NðDÞIðy;jÞdD�2 ds

32 lnð2Þp2r4 cosyr
:

ð13Þ

The expression from Eq. (12)

sðyrÞ
H
½NðDÞIðy;jÞdD�2 ds

4pr cosyr
¼
sðyrÞ

R p�yr

yr
½NðDÞIðy;jÞdD�2 dy

4p
ð14Þ

characterizes the interaction between the scatterers in the
atmosphere and on the ground.

3.1.2. An observation

Hail storms that occurred on March 31, 2008 in
Oklahoma are briefly discussed. Several of these storms
exhibited a pronounced TBSS. Fig. 8 illustrates the
reflectivity factor on a conical surface (elevation angle =
3:11), whereas vertical cross-sections of this event are
depicted in Fig. 9. The storms had reflectivity factors up to
70 dBZ and produced hail sizes of up to 44 mm. A radial of
the reflectivity factor at elevation 3:11 is illustrated in the
bottom panel of Fig. 8.

The SS reflections along the radial end at about 124 km
where the radial gradient of reflectivity is largest. Beyond it,
effects of TBSS are evident. Within the TBSS the field of
differential reflectivity (ZDR � ZhhðdBZÞ�ZvvðdBZÞ) has a pro-
nounced maximum (45 dB) immediately adjacent to the
strong downward gradient of Z. That part of the ZDR is
produced by interaction of hail with ground directly below
the shaft. Scattering of vertically polarized fields from hail to
the ground is minimal at the scattering angle of 901 (directly
below the storm) whereas scattering of the horizontally
polarized fields has a broad maximum in that direction. This
strong

r

d

θr

scatterers

process. The distances are with respect to the scattering center in the

e to the radar is R; r is the distance between the scattering center and the
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Fig. 8. Top panel: 3:13
�elevation PPI display of the reflectivity factor of

the storm from March 31, 2008. The signature of the hail spike is easier

to spot in the more distant storm (circled, 120 km at � 2903) than the

closer one (circled, 90 km and same azimuth). Bottom panel: reflectivity

factor along the radial at 2823 azimuth.
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combined effect has caused the observed maximum of ZDR.
Further in range are the returns (via TBSS) coming from the
rings centered on the hail shaft axis and characterized by a
gradual decrease in ZDR. Due to the scattering pattern of
hailstones (approximately modeled as spheres) the contribu-
tion to the vertically polarized return mediated via the
ground increases while the contribution to the horizontally
polarized return decreases causing the observed dependence.
Note the remarkable decrease in the cross-correlation
coefficient in the TBSS. This is expected as the triple scattering
independently de-correlates the returns. Hence the correla-
tion coefficient (bottom panel in Fig. 9) is reduced.

The peak reflectivity, the width of the hail shaft d, and
the distance to the ground r are indicated in the bottom
panel Fig. 8. In this case we obtained d from the width
of the reflectivity profile between the points—6 dB below
the peak. This is consistent with the accepted definition of
the range resolution volume [1]. The reasons TBSS s are not
observed more often could be in the weak values below
Please cite this article as: Battaglia A, et al. Multiple-scatterin
j.jqsrt.2009.11.024
display thresholds or in obscuration by stronger precipita-
tion echoes.

3.2. Mirror images

Mirror-images refer to reflectivities measured by air-
or space-borne radars at ranges beyond the range of the
surface reflection. These reflectivities are produced by
radar pulses that have been reflected off the Earth’s
surface, are then backscattered by precipitation, and are
finally reflected off the Earth’s surface a second time
towards the radar receiver (Fig. 10). For nadir viewing
angles the effect produces an echo exactly in the mirror
position; the continuous and the dashed paths depicted in
Fig. 10 are in fact equivalent in terms of time delay.

Meneghini and Atlas [30] derived a closed expression
for the mirror image power return:

Pmðt
0Þ ¼

Cr ZjG
4s0

s0H2
r y

2
dþ2:76G2H2

j

10�0:2ðAT þAjÞ ð15Þ

where Cr is the radar constant, Zj the backscattered rain
reflectivity factor, s0 the normalized backscattering cross-
section of the surface, Hr the height of the radar, yd the 3-dB
beamwidth, G2 the Fresnel reflectivity of the surface,AT the
path-integrated attenuation (in dB) from storm top to
surface, and Aj the path-integrated attenuation from sur-
face to Hj. Eq. (15) is valid under the assumptions that the
medium is approximately isotropically scattering, the sur-
face can be treated in the scalar Kirchoff approximation and
the altitude of the radar is much larger than its footprint
radius at the surface. This model has been extended by [31]
to include polarization and the so-called bistatic component
[i.e. the contribution from radiation scattered by the
precipitation/surface to the surface/precipitation and then
back to the radar (see red dashed lines in Fig. 10), which
typically contributes to the radar return within the first
kilometer below the surface]. Besides the precipitation
reflectivity itself (Zj), the mirror echo power is affected by
the scattering properties of the surface (s0, G2), by the path
attenuation properties of the scene ðA) and by the geometry
of illumination (Hj and Hr). The ratio of the mirror (Pm) to
the direct (Pd) echo power derived from Eq. (15) by [32]

Pmðt0Þ

PdðtÞ
¼

ðHr�HjÞ
2G4s0

s0H2
r þ2:76G2H2

j =y
2
d

10�0:4Aj ð16Þ

can lead to a better insight into the rain attenuation
properties, and finally to rain rate and liquid water content
retrievals (e.g. [31, Section V]). The mirror returned power is
generally lower than the direct returned power as roughly
depicted in the right side of Fig. 10 (see also [32, Fig. 2]),
with the correlation between mirror to the direct echo
power being stronger when nadir observations are con-
sidered [32, Fig. 7].

Meneghini and Atlas [30], Liao, Meneghini and Iguchi
[31], Li and Nakamura [32,33] studied the range of rain
rates over which the mirror image is detectable in the
Tropical Rainfall Measuring Mission (TRMM) and GPM
space-borne configurations. In TRMM data the 13.5 GHz
radar can detect the mirror image clearly over the ocean;
most of the mirror return power over land seems much
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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Fig. 10. Schematic presentation of the mirror image echo. Hj is the height of the mirrored region. By way of example a bright band peak ZBB with its

mirror image is depicted. The red dashed lines represent the bistatic scattering contribution. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.)

Fig. 9. Vertical cross-sections of equivalent reflectivity factor at horizontal polarization Zhh , differential reflectivity ZDR , and cross-correlation coefficient

from the same volume scan as in Fig. 8.
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Fig. 11. Reflectivity profiles collected by the Airborne Cloud Radar (ACR)

nadir-looking 94 GHz cloud radar [100] on-board the NASA P-3 flying at

about 6 km altitude during the Wakasa Bay field campaign with a clear

example of mirror image (top panel) and the absence of it (bottom

panel). The top (bottom) image corresponds to a flight over the ocean

(the mountainous region close to the coast).
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lower than that over ocean (due to the lower Fresnel
reflectivity of land surfaces). This is confirmed also in
Fig. 11 where the presence of the mirror image can be
noticed above sea (top panel) but not above a jagged
mountain (bottom panel). Li and Nakamura [32] observed,
for the same direct image echo intensity, larger variability
of the mirror image echo over land than over ocean. Above
mountain regions the rain mirror echo can be severely
contaminated by the surface return over several
kilometers below the surface.

The mirror image characteristics of the TRMM pre-
cipitation radar were investigated to estimate the radia-
tive extinction associated with melting precipitation in
stratiform rain areas [34] as well.
4. Techniques to compute MS in radar systems

Simulating the MS produced in radar systems poses
new challenges. First, a correct simulation of the signal
Please cite this article as: Battaglia A, et al. Multiple-scatterin
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has to account for the radar antenna pattern because the
detection of MS waves is especially dependent on catching
photons off the exact antenna axis. Therefore a full 3D
spread of radar signals has to be produced, which largely
increases the computational demands. Second, polariza-
tion properties (e.g. horizontal or circular polarization)
need to be taken into account, because this—as will be
seen later—exhibits characteristic effects on polarization
diversity Third, wide-angle side scattering (MS regime II)
is the main mechanism for MS in radar system, similarly
to wide field-of-view lidar applications. This necessitates
to take 3D structures of the clouds and the surface into
account, thus 3D codes are mandatory to evaluate this
effect. While analytical approximations limited to nar-
row-angle scattering (scattering regime I) have been
developed to simulate narrow field-of-view lidar signals
(e.g. [10,35,13]) not as much effort has been devoted to
wide field-of-view applications. Recognizing this new
challenge, the Intercomparison of 3D Radiation Codes
(e.g. [36–38], and visit http://i3rc.gsfc.nasa.gov/I3RC-in-
tro.html) has included some tests for evaluating radiation
models that simulate wide field-of-view lidar/radar
signals in thick clouds.

Hereafter we briefly describe available techniques
for treating this thorny problem. We can distinguish
between two categories of studies addressing radar MS

simulations.
�

g in
The time-independent analytical wave (vector) theory

(Greens function method, see [39, Chapter 4]) accounts
for the so-called backscattering enhancement (e.g.
[40–42]). This technique is best suited for ‘‘continuous
wave radar’’ modeling (i.e. stationary processes), while
it is of limited use for pulsed radar systems as
discussed in Appendix A3 by [40].

�
 The time-dependent (vector) radiative transfer equa-

tion considers only the incoherent backscattering
power, i.e. the backscattering enhancement is inher-
ently ignored (e.g. [43–49,19,20]). This techniques is
useful for ‘‘short-pulsed radar’’ modeling.

For both theories modeling has evolved in the last
decade from pure scalar plane wave theories to the
inclusion of antenna patterns and polarization.

4.1. Time-independent analytical wave theory and

backscattering enhancement

The time-independent theory of MS does not accu-
rately give the reflectivity of a pulsed radar as a function
of range. However, it gives the theoretical upper limit of
MS. Furthermore, it can give a rough estimation of
reflectivity of a pulsed radar in some conditions as
described in Appendix of [40]. By the same token, this
theory cannot be applied directly to atmospheric contin-
uous wave radars, since they are generally implemented
with frequency modulation to achieve range resolution in
the frequency domain (instead of time domain as in
pulsed radars) and the resulting variation of the carrier
frequency with time is not captured by this theory. The
radar systems: A review. JQSRT (2010), doi:10.1016/
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same is true for other continuous wave radar systems
achieving range resolution by other means (e.g. phase
coding). In practice, the theory could be more directly
applied to telecommunication links and the derived
atmospheric applications based on path integral attenua-
tion, once a bistatic formulation is adopted.

Unlike the time-independent radiative transfer theory,
the time-independent analytical wave theory calculates
scattered intensity directly from amplitude and phase. A
pioneering work of [50] theoretically predicted that the
scattered signal in a random medium will be enhanced by
the contributions of time reversal-light-paths near right
backscattering angles. This prediction was experimentally
demonstrated by [51]. The underlying idea is depicted in
Fig. 12, where two terms are schematically depicted. In
Fig. 12a, two incident waves EA and EB satisfy the right
backscattering condition (i.e. the angle between incident
and scattered direction is exactly 1801). The measured
intensity is given by two terms: the incoherent intensity
Fig. 12. Double scattering in (a) a perfect backscattering condition and

(b) in non-exact backscattering. Extracted from [48].
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(self-conjugation) represented as jEAj
2 or jEBj

2, referred to
as ladder term, and the term given by the time-reversal
conjugation: ReðEA � E

%

BÞ or ReðEB � E
%

AÞ, referred to as cross-
term. As long as the right backscattering condition is
satisfied, the phase factors of EA and EB in the cross-term
cancel out, giving a finite contribution when summing up
the time-reversal conjugations from the particles in the
random medium. On the other hand, if the right
backscattering condition is not satisfied as shown in
Fig. 12b, the phase factor remains in ReðEA � E

%

BÞ, giving a
strong de-correlation when the addition is performed over
many particles, and the resulting inhibition of the
backscattering enhancement.

Further intensive works from 1970s to early 1990s
concentrated physical–mathematical works of these two
terms (see reviews by [52,53]). Before 2000s the theore-
tical studies of backscattering enhancements considered
only the plane wave incidence and its scattered wave was
assumed to be received at infinite range. Speaking of the
scalar wave theory of the plane wave incidence, up to that
time, a general analytical solution of both ladder and
cross-terms for isotropic scattering media [54], and for
anisotropic scattering media were derived [55]. Perhaps,
due to this historical reason, there was a controversy
whereby some researchers thought that the backscatter-
ing enhancement would occur only for the plane wave
incidence, or it would be negligible within a narrow
angular cone centered about the right backscattering
direction. As a consequence, research in this field was
revitalized only in 2000s thanks to successful operations
of millimeter-wavelength radars.

Kobayashi et al. [56,40] expanded a vector analytical
wave theory, originally derived as a plane wave theory by
[57], to a spherical wave theory by assuming Gaussian
transmitting and receiving radiation patterns in the
regime of the second order scattering. Spherical water
particles of a uniform size were assumed to be randomly
distributed with a finite thickness d in an infinitely
extended layer. The second order ladder term for the
finite beam width is derived as (details in [40])

I½2�L ¼ PT G2
0l

2y2
d ð2

7p ln 2 r2Þ
�1 N2

0 f2ðkiz
00 þksz

00 Þg�1

�

Z 1
0

dZ
Z 2p

0
df
Z d

0
dz

Z
1þZ2

exp½�kext

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þZ2

q
z�

�exp½�z2Z2=4s2
r �
X
â
fj/âjFðk̂s; r̂Þ Fðr̂ ; k̂iÞjw0Sj

2

�½expf�2kiz
00 zg�expf2ksz

00 z�2ðkiz
00 þksz

00 Þdg�

þj/âjFðk̂s;�r̂Þ Fð�r̂ ; k̂iÞjw0Sj
2½expf�2ksz

00 zg

�expf2kiz
00 z�2ðkiz

00 þksz
00 Þdg�g ð17Þ

where sr is the 3-dB footprint radius, k̂i and k̂s are the
incident and scattered directions, Fðk̂s; k̂iÞ denotes the
scattering amplitude matrix scattered from the directions
k̂i to k̂s, kiz

00 and ksz
00 are the extinction rate in the

directions of incident and scattered angles, N0 is the
particle number density, w0 represents the initial polar-
ization state and â is the polarization (H or V), Z� tany, j
and z are integral variables with j and y the polar angles
in spherical coordinates. The second order cross-term for
the finite beam width can be derived in a similar manner
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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Fig. 13. Schematic diagram of the scattering process at different

scattering order (adapted from [42]).
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to the second order ladder term. The result is

I½2�C ¼ PT G2
0l
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in which the deviation vector kd from the backscattering
direction and the new variable t are defined as

kd ¼ kðk̂sþ k̂iÞ � kdxx̂þkdyŷþkdzẑ ð19Þ

t� kdxZ cosjþkdyZ sinj: ð20Þ

The derived formulas of the cross-terms reduce to those of
the plane wave theory in the limit of a large footprint size,
which means that the backscattering enhancement exists
even for the spherical wave that is transmitted and
received by an antenna of a finite beam aperture angle.
Furthermore the intensities of the cross-terms as well as
those of the ladder terms strongly reduce, when the
footprint radius is smaller than the mean free path in a
random medium. This reduction becomes more signifi-
cant as the optical thickness of the medium increases. In
their calculation, the backscattering enhancement for the
finite beam width is crucial within a bistatic scattering
angle lkext , which was also shown as a general character-
istic of the plane wave theory [54,58].

Ihara et al. [59] experimentally studied backscattering
enhancement under a finite beam width. In their experi-
ment, a 30 GHz radar with a 3-dB beam width of 101 was
used, and water-filled spheres of polystyrene were
randomly placed in a polystyrene foam. To precisely
control small scattering angles, they developed a mirror
image technique. Their measurement clearly showed
backscattering enhancement in both co- and cross-
polarized returns with roughly twice the intensity of the
far-backscattering angles. The far-backscattering angle
can be defined as the region beyond a deviation angle of
5 times lkext from the right backscattering angle. For
instance, in the case of 95 GHz within a medium with
kext ¼ 10 km�1 it corresponds to the region beyond a
deviation angle of 0:011. The width of bi-static enhance-
ment scattering angles of the cross-polarized return is
smaller than that of copolarized one as expected from the
theory [57,40]. In principle this theory can be extended to
obtain the relation of the ladder and cross-terms to the
footprint size.

In studies of the radiative transfer equation, the direct
products of electromagnetic fields have been often used
for the sake of mathematical simplicity (e.g. [60]).
Mishchenko [61] adopted this technique to study general
characteristics of backscattering enhancement factors. His
conclusion is that a cross-term is not always equal to the
corresponding ladder term, which was earlier reported by
[62] through vector-based scattering simulation. These
Please cite this article as: Battaglia A, et al. Multiple-scatterin
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problems were also scrutinized in the 2000s by [42,41],
and both were at the same time concerned with the
backscattering enhancement under a finite beam width.
Oguchi and Ihara [42] developed a computer-simulation
by applying the method of [61], and taking into account a
Gaussian shaped directivity/gain function of the antenna.
Spherical water particles of a uniform size were assumed
to be randomly distributed in a volume of finite width and
thickness. They introduced a statistical technique for
calculating scattering to as high as 7th order. They
carefully treated MS paths based on Twersky’s theory
[63], paying special attention to ‘‘specific paths (e.g.
Fig. 13d in the case of triple scattering), in which a
scattered light travels the same path twice or more. In
these paths, one path of a light and its time-reversal path
coincide with each other, and apparently the number of
the former paths overcomes the latter, resulting in the
inequality of the intensities of the ladder and cross-terms.
Hence, they suggested that in their simulations the
contributions from these paths must be added to the
cross-terms. Their results are summarized as follows.
(1) In copolarized return, the backscattering enhancement
curve becomes sharper with the order of scattering. (2) In
cross-polarized returns, the ladder and cross-terms are
equal in the second order scattering, which is
exceptionally true for the case of spherical particles. An
explicit proof of this assertion can be found in [40].
Nonetheless, beyond the second order, the differences
between these two terms increase with the order of
scattering. Actually, at the 7th order scattering, the ladder
term in the cross-polarized return strongly approaches to
the ladder term in the copolarized return, while the cross-
term in the cross-polarized return keeps almost a
constant difference from the ladder term in the
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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copolarized return by about 10 dB from 2nd to 7th order
of scattering. In addition, the relation of the ladder and
cross-terms to the footprint size, mentioned earlier in this
section, were also confirmed by their calculation.

Kobayashi et al. [41] expanded their second-order
analytical-wave theory to spheroidal water and ice
particles of uniform size to study the backscattering
enhancement under illumination by a finite beam width,
particularly to evaluate the difference of the ladder and
cross-terms as generally formulated by [61]. Their results
for spheroidal water particles of 1 mm diameter with
eccentricity 0:4rer1 are:
�

Fig
van

par

of t

P
j.
in copolarized return, the ladder and cross-terms are
equal for any e;

�
 in cross-polarized return, the ladder term is larger than

the cross-term; the difference reaches 3 dB for e¼ 0:4,
whereas, as expected, there is no difference for e¼ 1:0
(i.e. sphere).

The results for ice particles with 0:3rer3 are:
�
 in copolarized return, the ladder and cross-terms are
equal for any e;

�
 in cross-polarized return, the differences of these two

terms are negligible.

When [43] attributed their measured linear-depolariza-
tion-ratios (LDR) of high values to the MS effect, they
adopted the sphere-particle approximation, which natu-
rally caused skepticism because the high LDR’s could be
attributed to the polarization effect of single scattering
coming from highly canted spheroidal rain drops.
Kobayashi et al. [41] considered this problem. The shape
of a raindrop was approximated by a spheroid based on
[64,65] with e¼ 1�0:05D, where D is the diameter of an
equivolumic sphere in mm. The distribution of rain drops
was assumed as the Marshall–Palmer form. The thickness
. 14. (a) The normalized power-returns lco
1 , lco

2 and lcx
2 plotted as functions o

ishes after tr ¼ 2:1. (b) The ratio lco
2 =ðl

co
1 þ lco

2 Þ (SR) and the linear depolarizat

ticles of uniform diameter D¼ 1 mm has the optical thickness t¼ 2. A pulse

he medium at time t ¼ 0 in the beam of the normalized footprint radius Xr
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of a rain-layer was set at 500 m. The footprint radius of a
radar was assumed to be infinite to evaluate the
maximum deviation between the spherical and spheroidal
approximations. Under these assumptions, a variety of
canting angles have been considered. Even at the rain rate
of 15 mm/hr, the maximum difference in these two
approximations is negligible. Hence, the adoption of the
spherical approximation to rains is legitimated. When an
extremely high canting angle of 451 is assumed, the
intensity of the first order scattering (lcx

1 ) in the cross-
polarized return is smaller than that of the second order
one (lcx

2 ), by 10 and 20 dB at 35 and 95 GHz, respectively,
for the infinite footprint radius. By comparing Figs. 14
and 15 it is noted that when the actual footprint radius is
taken into account, the value of lcx

1 is invariant, whereas
that of lcx

2 reduces. However as shown in Figs. 14a and 15a,
the value of lcx

2 is almost invariant near its maximum
(about �45 dB) regardless of the footprint radius. When
the finite footprint effect is taken into account, the value
of lcx

2 is reduced by about 1–2 dB in comparison with the
infinite footprint case; however, the former never
becomes smaller than lcx

1 even though considering
strongly deformed and canting rain drops. As a
conclusion, at millimeter wavelength frequencies, cross-
polarized returns from rain drops are dominated by MS.

There is another issue that will be important for the
spaceborne monostatic radar compared to the air-borne/
ground-based monostatic radar, because the former radar
should be approximated by a bistatic radar with a bistatic
angle of about 0:0011. Computer simulations by [62,66],
indicated that, if vector-based scatterers are considered,
the intensities of cross-terms (backscattering enhance-
ments) in copolarized return signal are equal between
parallel and orthogonal angular displacements only in the
case of the exact backscattering angle, whereas these two
cross-terms have different values in the case of not-exact
backscattering angles. On the other hand, in the
cross-polarized return, these two terms are always
equal between the two angular displacements. These
f the normalized range tr (see Section 4.3.1 for notation). Note that lco
1

ion ratio (LDR) versus tr both expressed in dB. A layer of spherical water

of the normalized range resolution tp ¼ 0:1 is incident on the top surface

¼ 1. The carrier frequency is set at 95 GHz. Extracted from [48].

g in radar systems: A review. JQSRT (2010), doi:10.1016/

dx.doi.org/10.1016/j.jqsrt.2009.11.024
dx.doi.org/10.1016/j.jqsrt.2009.11.024


ARTICLE IN PRESS

Fig. 15. Same as Fig. 14 with a smaller normalized footprint radius Xr ¼ 0:2.
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phenomena cannot be expected for the ladder terms
(radiative transfer equation). The second order theory in
[40] confirmed these phenomena, and gave mathematical
proofs. Oguchi and Ihara [42] also confirmed these spatial
anisotropies of the cross-terms via simulation. It is thus
summarized that when the backscattering enhancement
is considered for the space-borne radar, it is important to
determine in which direction the initial linear polarization
is aligned, parallel or orthogonal to the along-track of a
satellite.
4.2. Pulsed radars and time-dependent RTE

This time-dependent analytical formalism is based on
the solution of the time-dependent vector radiative
transfer equation. Thus Stokes parameters (intensities)
rather than EM fields are simulated and as usual, the
time-dependent radiative transfer equation can be phe-
nomenologically derived. Ishimaru [67] derived it by
using the two-frequency mutual coherence function
[68,63]. In the same paper, he derived a time-dependent
diffusion equation with an additional second-order differ-
ential term ðð3=c2Þð@2=@t2ÞÞ, which implies that the net flux
of flow of a diffuse intensity propagates at the speed of
c=

ffiffiffi
3
p

in a very dense medium. Ito and Oguchi [69]
removed this term by imposing that a necessary condition
be satisfied in the diffusion approximation. This contro-
versy still seems to be an open issue in terms of precisely
controlled experiments. However, because the diffusion
equations of both authors were derived from the same
time-dependent radiative transfer equation, it will be no
matter to start the analysis from the time-dependent
radiative transfer equation.

Another issue is related to the effective wave number
and absorption constant. Both have been derived from the
Foldy–Twersky–Oguchi formula [55,2]. Because infinite
space (no boundary), and completely randomness (no
particle–particle correlation) is assumed in its derivation,
[70] advise caution in applying this formula to a small
volume.
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4.2.1. Monte-Carlo techniques

Monte-Carlo techniques have been widely exploited to
simulate lidar MS effects ([71] and reference therein). The
Monte-Carlo approach is based on computer simulation of
‘‘photon trajectories’’ (actually photons are not traced but
energy parcels which can be described by the Stokes
parameters). The expected values of the signal is esti-
mated by averaging over a large ensemble of independent
samples. The elements of the trajectories, i.e. free-path
lengths and scattering angles, are chosen from the
probability distributions of the influencing physical para-
meters. The parameters required to characterize the
scattering medium are the three-dimensional structure
of the volume extinction cross-section, the SS albedo of
the medium, and the SS phase matrix. ‘‘Photon trajec-
tories’’ are constructed and the path of each transmitted
‘‘photon’’ is followed from the transmitter through MS

events in the cloud to the receiver. To improve computa-
tional efficiency variance-reduction techniques are
typically applied.

An important simulation capability recently added to
3D Monte-Carlo models is polarization. As described in
[72–74], these models consider polarization by keeping
track of not only the location and direction of simulated
‘‘photons’’ but also the fraction of horizontally and
vertically polarized intensity represented by each
‘‘photon’’.

The same conceptual scheme developed for lidar
systems was first applied to radar by [20]; they showed
that in the presence of strongly attenuating media (i.e.
heavy precipitation), MS contributions will enhance the
detection of rain by partly overcompensating the appar-
ent path attenuation. Their study, however, did not
explicitly account for the antenna pattern, which over-
estimates the MS enhancement. Based on the Monte-Carlo
solution of the vector radiative transfer equation [73],
[46,24] developed a radar MS simulator, capable of
treating both polarization and antenna pattern. The model
was successively upgraded to include the interaction with
a Kirchoff surface, which realistically reproduces the
effect of water surfaces [19]. Radiation is launched from
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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the radar with directions and polarization state resulting
from the antenna pattern, and it is traced through the
scattering medium by simulating all stochastic processes
(e.g. distances traveled before interaction, scattering
angles). A biasing technique allows the evaluation of
contributions to radar reflectivity of each scattering order.
The k-order of scattering contribution to the Stokes vector
received by the radar for a particular photon ðjÞ will be

I
ðkÞ

a ðrÞ½j� ¼ Frec:
n ðX̂

ðkÞ

v ÞPpropð~r
ðkÞ
scat-~rrec:Þ Sscatð~r

ðkÞ
scat; X̂

ðkÞ

i ; X̂
ðkÞ

v ÞIð~r
ðkÞ
scatÞ

ð21Þ

Sscat represents the normalized phase matrix for the

medium at the point ~r
ðkÞ
scat relative to the incoming

direction of the photon before the k-order scattering,

X̂
ðkÞ

i , and to the scattered direction towards the receiving

antenna, X̂
ðkÞ

v (unit vector corresponding to the vector

difference ~rrec:�~r
ðkÞ
scat). Obviously at the first scattering

order for monostatic radar X̂
ð1Þ

v ¼�X̂
ð1Þ

i . In (21) the

Frec:
n ðX̂

ðkÞ

v Þ scalar term takes into account the antenna

pattern in the receiving segment (this term suppresses all
photons scattered to the radar receiver from outside the

field of view). Ppropð~r
ðkÞ
scat-~rrec:Þ is the 4� 4 propagation

matrix that accounts for the extinction of the signal
scattered back to the radar receiver. The apparent
intensity is attributed to an apparent range which is
computed by adding the total distance traveled by the
photon from the transmitting antenna to the interaction
point and the distance between the interaction point and
the receiver antenna divided by two:

rðkÞ ¼ 0:5½distð~rtr:-~r
ðkÞ
scatÞþj~rrec:�~r

ðkÞ
scatj�:

By summing up over NT photons and over the different
orders of scattering the algorithm provides an estimate of
the mean apparent intensity received by the radar from
range r as

/IaðrÞS¼
1

NT

XNT

j ¼ 1

XNs

k ¼ 1

I
ðkÞ

a ðrÞ½j� �
XNs

k ¼ 1

I
ðkÞ

a ðrÞ ð22Þ

with Ns being the maximum scattering order. When using
Ns ¼ 1 only SS effects are taken into account. This term
introduced in Eq. (11) leads to the copolar (co) and cross-
polar (cxo) reflectivity Z and to the linear depolarization
ratio LDR:

Zco ¼
X1
j ¼ 1

Z½j�co; Zcx ¼
X1
j ¼ 1

Z½j�cx; LDR�
Zcx

Zco
: ð23Þ

The time-dependence is accounted for by sorting
radiation according to travel times. A rectangular pulse
is assumed. The model accounts for arbitrary radar
configurations like airborne, space-borne or ground-
based, and monostatic or bistatic. Like all Monte-Carlo
schemes, it is very flexible in terms of geometry and
definition of scattering medium properties, but it requires
large computational times to achieve high accuracies. This
becomes particularly problematic if dealing with very
thick media.
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Although by its nature the radiative transfer equation
ignores coherent effects, the backscattering enhancement
can be accounted for in part by a simple way in allowing
for a doubling of the copolar terms for scattering orders
higher than one [70, Chapter 14], which can be easily
performed for all solution methods which keep track of
the contributions of different order of scattering like in
the Monte-Carlo approach. This approach will overesti-
mate the actual MS enhancement for moving antennas
which displace the return radiation from the exact
backscattering direction. This can have an effect especially
for satellite-borne radars. A critical discussion about
backscattering enhancement in space-borne configura-
tions is provided in Section 2.c of [75].

A Monte-Carlo technique has also been adopted to
build a look-up table database for the operational
CloudSat rainfall retrieval algorithm (see [76]).

4.3. Approximation techniques

Compared to Monte-Carlo simulations analytic
approximation methods can drastically reduce computa-
tional time. Faster calculations allow simulations of larger
number and more optically thick scenes, and can even
accommodate iterative retrievals in which retrieved
parameters are adjusted using on-the-fly radiative calcu-
lations. Such approaches open the possibility for retrievals
based on inverse or adjoint radiative transfer calculations.

4.3.1. Analytical solutions of the time-dependent vector

radiative transfer equation

Pulse propagation problems in random media were
studied, first, for the scalar wave, by using two-frequency
mutual coherence functions [77,68,67]. In 1990s, devel-
opment of the vector theory started.

Oguchi [60] showed that the 4� 4 scattering matrix of
a spheroidal particle can be separated to azimuthal and
polar angle parts by the use of generalized spherical
functions. Using this expansion in the two-frequency
vector radiative transfer equation, [78] numerically solved
a general MS solution for a sequence of plane-wave pulses.
Thereafter, [69] derived an analytical solution of the
second order scattering for a single pulse through the
time-dependent vector radiative transfer equation. In
both works, semi-infinite slabs of spherical water parti-
cles of a uniform size were assumed. Ito et al. [43] added
the condition of a finite thickness to the random medium,
and derived a second order solution. Time-trends of LDR

derived from this solution were compared to LDR data
measured by a 34.5 GHz radar, becoming an experimental
demonstration of MS in heavy rains.

The time-dependent vector radiative transfer equation
was expanded to beam wave (spherical wave) by [47].
Their final form is an exact integral equation. By solving
this equation iteratively, the accuracy of the solution can
be increased as much as desired. Theoretically, an
arbitrary beam shape can be chosen in their equation.
Particularly, their form is advantageous to study the
reflection/transmission signal from multiply layered
random medium.
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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Kobayashi et al. [48] applied the method of [47] to a
Gaussian directivity/gain function. It is noted that the
radar equation can be derived as a first order solution
in their formalism. To compare their results of time-
independent study with those of [40], they solved up to
the second order scattering for a single layered medium
filled with spherical particles of a uniform diameter
(1 mm). The same scenario was used in the validation
study by [75]. In the case of the infinite footprint radius
(plane-wave incidence and received at the infinite
distance), the first order scattering lco

1 in copolarized
return, and the second order scattering intensity in
copolarized (lco

2 ) and cross-polarized (lcx
2 ) returns are

plotted in Fig. 14a as functions of the normalized range
tr ¼ ct=2l, where t is a returning time from the top surface
of the layer and l is the mean-free-path of the medium. In
the calculation, the normalized total thickness of the
medium (optical thickness) is assumed as t¼ 2, and the
pulse duration Tp is set so as to satisfy a normalized pulse
duration tp � cTp=2l¼ 0:1. In Fig. 14b, the ratios
SR� lco

2 =ðl
co
1 þ lco

2 Þ and LDR� lcx
2 =ðl

co
1 þ lco

2 Þ are plotted as
functions of tr . To consider the effect of footprint radius,
the normalized footprint radius is defined as Xr � sr=l

for a footprint radius sr . In Fig. 15, a smaller footprint
radius Xr ¼ 0:2 is used. It is noted that lco

1 is invariant
between Figs. 14a and 15a, whereas lco

2 and lcx
2 in Fig. 15a

decay faster than those in Fig. 14a. This is because the
lateral scattering cannot be effectively captured when
the footprint radius is much smaller than the mean
free path (i.e. Xr 51). As long as the second order
scattering is concerned, the asymptotic values of SR

and LDR can be rigorously given as 0 and �6:4 dB,
respectively, for the Mie scattering from water particles
of diameter of 1 mm, whereas values of 0 and �4:8 dB
(1/3) apply for the Rayleigh scattering from particles of
arbitrary material and diameter. These characteristics
can be used to check the accuracy of any computer
simulation of MS.

The conclusions are summarized as follows.
1.
P
j.
The MS return increases in both polarization with the
normalized footprint radius Xr .
2.
 The effect of the footprint radius becomes more
significant, as the normalized range tr and pulse-
duration tp increase. This effect is more conspicuous in
cross-polarized return than on copolarized one.

4.3.2. Methods based on the two-stream and diffusion

approximations

In this section we outline two related methods that
have been proposed to estimate the multiply scattered
contribution to the measured radar or lidar return. Hogan
and Battaglia [49] proposed the time-dependent two-

stream (TDTS) approximation, in which the atmosphere
varies only in the direction r at which the instrument is
pointing (typically upward or downward), and assume
homogeneities in the other two orthogonal dimensions.
The diffuse radiation field is described by the outgoing
and incoming ‘‘streams’’, Iþ and I�, whose evolution with
lease cite this article as: Battaglia A, et al. Multiple-scatterin
jqsrt.2009.11.024
time t is given by

1

c

@Iþ

@t
¼�m1

@Iþ

@r
�m1kextðg1Iþ�g2I�ÞþSþ ð24Þ

1

c

@I�

@t
¼ þm1

@I�

@r
�m1kextðg1I��g2Iþ ÞþS� ð25Þ

where the cosine of the angle between these streams
and the outgoing direction is 7m1. The coefficients g1 a
nd g2 are given by g1 ¼ ½1� ~oð1þgÞ=2�=m1 and g2 ¼

~oð1�gÞ= ð2m1Þ.
Eqs. (24) and (25) are simply the standard time-

independent two-stream equations used in climate and
weather forecast models (e.g. [79–81]), but with the time
derivative reintroduced from the original radiative trans-
fer equation [82]. The three terms on the right-hand-side
represent, respectively, the transport of radiation from
further upstream, exchange of radiation between streams
due to scattering (and loss by absorption), and a source
term due to scattering from the direct unscattered beam
originating from the radar. Treating the transmitted pulse
as instantaneous, this source term is given by

S7 ðr; tÞ ¼ ~okextT dðt�r=cÞ ð173gm1Þ=2; ð26Þ

where T ðrÞ is the transmission between the radar and the
range r, and dðt�r=cÞ is the Dirac delta function. Large
particles tend to scatter preferentially forward, which is
represented by g40, and from (26) this results in a
greater fraction of radiation entering the outgoing than
the incoming stream.

The streams I7 have the units s�1, since they represent
the flux of radiation (in Watts) normalized by the energy

of the transmitted pulse (in Joules). Hence I7 contain no
information about the lateral spreading of the radiation,
which is needed to calculate the fraction of what is
scattered back to the receiver that will lie within its field-
of-view. Hogan and Battaglia [49] solved this problem by
considering the energy-weighted variances of the out-

going and incoming streams, Jþ ¼ Iþ s2
þ

w and J� ¼ I�s2
�

w,

where s2
7

w is the variance of the lateral distance of the

radiation from the main axis of the radar or lidar beam.
The evolution of these quantities may be described by
integrating an additional pair of equations:

1

c

@Jþ

@t
¼�m1

@Jþ

@r
�m1kextðg1Jþ�g2J�ÞþSþ s2

dþ Iþ
@s2
þ

w

@t

�����
diff

ð27Þ

1

c

@J�

@t
¼�m1

@J�

@r
�m1kextðg1J��g2Jþ ÞþS�s2

dþ I�
@s2
�

w

@t

�����
diff

ð28Þ

These have exactly the same form as (24) and (25), except
that the source term also includes the lateral variance of

the direct outgoing beam, s2
d, and an additional term is

included at the end representing a source of variance due
to the expansion of the initial pulse with time (the
subscript ‘‘diff’’ indicates that this is a diffusion-like
process).

Fig. 16a shows that this method performs very well
compared to Monte-Carlo calculations for an idealized case
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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Fig. 16. (a) The apparent radar reflectivity that would be measured by the

nadir-viewing CloudSat radar in a 4-km layer of ice spheres overlying a

4-km layer of raindrops, according to the [24] Monte-Carlo model and the

[49] time-dependent two-stream (TDTS) method, where the size distribu-

tions are mono-disperse with diameter D, and S is the extinction-to-

backscatter ratio. (b) The scalar flux J ¼ Iþ þ I- (arbitrary units) as a function

of comparison of time and height, calculated using the TDTS model. Note

that in this case neither method included scattering by the ground.
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based on the CloudSat geometry, but is about 106 times
faster. It is currently being incorporated into the radar
simulator package of [83]. Fig. 16b shows the scalar flux
(Iþ þ I�) versus time and height. The diagonal line to the left
indicates the incoming pulse of radiation. The rapid
attenuation of the beam in the rain layer is due to the
lower SS albedo compared to the cloud component aloft.

The TDTS approximation is related to the diffusion
approximation that has been advocated for calculating
lidar MS [45]. We first rewrite the TDTS equations in
terms of the scalar flux (also known as the actinic flux),
J¼ Iþ þ I�, and the net flux away from the radar,
F ¼ m1ðI

þ�I�Þ. This leads to

1

c

@J

@t
¼�

@F

@r
�

J

la
þ ~okextT dðt�r=cÞ ð29Þ

1

c

@F

@t
¼�m2

1

@J

@r
�

F

lt
þ3g ~okextT m2

1dðt�r=cÞ ð30Þ

where la ¼ ½kextð1� ~oÞ��1 is the mean-free-path between
absorption events, and lt ¼ ½kextð1� ~ogÞ��1 is the transport
mean-free-path. The diffusion approximation is valid for
optically thick media, in which the transport mean-free-
path is small, i.e. lt-0. Assuming also that there is no
Please cite this article as: Battaglia A, et al. Multiple-scatterin
j.jqsrt.2009.11.024
absorption (la-1) and the source terms are zero, these
equations reduce to @J=@t¼�c@F=@r (expressing conserva-
tion of energy) and F ¼�m2

1lt@J=@r (which is essentially
Fick’s law of diffusion). Substitution of one into the other
yields the familiar diffusion equation

@J

@t
¼D

@2J

@r2
ð31Þ

where the diffusivity is given by D¼ clt=3 [45], implying
that in this limit m1 ¼ 3�1=2.

Davis et al. [45] analytically solved a variant of Eq. (31)
in which J is allowed to vary in all three dimensions, i.e.
@J=@t¼Dr2J, via a Fourier–Laplace transform. This yielded
expressions for measurable quantities such as the fraction
of light reflected (proportional to the vertical integral of
the red or black lines in Fig. 16a) and the mean path-
length in the cloud (essentially the e-folding distance of
the exponential tail in Fig. 16a), as a function of the total
optical depth and the physical depth of the cloud. This
analytical approach was recently extended from a verti-
cally homogeneous cloud to one in which the scattering
properties were allowed to vary with height [84].
However, care must be taken in applying methods based
on the diffusion approximation to radars such as CloudSat,
since it is not straightforward to estimate a priori whether
the measured signal is dominated by MS (for lidar in
stratocumulus the dominance of MS is obvious). Another
practical difficulty is that the instrument field-of-view
does not appear explicitly in the [45] expressions, but has
a strong effect on the shape of the exponential tail.
Nonetheless, analytical approaches do provide insight into
key processes at work and potentially provide bench-
marks against which numerical techniques can be tested
in idealized configurations.

5. Simulated MS effects for high frequency radars

Monte-Carlo codes have been widely used to investi-
gate effects of MS for the 13.5–35 GHz GPM [20,85], for
the 94 GHz CloudSat [86,19,87,76] and for the 94 GHz
EarthCARE configuration [19] with focus on liquid
precipitation. Very recently [88] studied MS effects in
snow when observed by a CloudSat-like radar.

An example of such simulations is provided in Fig. 17
where the SS properties derived from the hurricane
simulation of Fig. 2 are input for the radar received power
simulations. Two configurations are here considered: a
GPM-like Ku�band radar flying at 400 km altitude with a
beam-width of 0:71 and a CloudSat W-band radar flying at
705 km altitude with a beam-width of 0:11, which
correspond to a 3-dB footprint radius of 2.45 and 0.65 km,
respectively. While MS affects the TRMM-like radar only in
the presence of extreme precipitation (compare left top and
bottom panel of Fig. 17) particularly by producing pulse
stretching below the surface (only visible at reflectivities
below the noise level, profiles at distances around 50 to
� 100 km and 200 to 250 km) it has a remarkable impact at
94 GHz: the MS signal becomes detectable in vast areas,
which would result in returns below the noise threshold in
the SS regime. Long pulse stretching below the surface is
observed as well.
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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Fig. 17. SS (top) and MS reflectivities computed for a Ku GPM-like (left) and for the W CloudSat radar (right) corresponding to the SS propertied illustrated

in Fig. 2. The SS panels include the mirror image contribution. The black contour indicates the noise level (dBZ0) equal to 10 and -30 dBZ for the GPM and

CloudSat radars. The dot-dashed line indicates the freezing level height.
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This example confirms the findings of all the afore-
mentioned authors, which can be summarized as follows:
1.
P
j.
In typical space-borne configuration the role of MS is
increasingly important as the frequency progresses
from Ku to W band (with simultaneous intensification
of the scattering coefficient and reduction of the mean-
free-path). At 13 GHz (TRMM/GPM configurations) the
effect never exceeds a few dB even in the more
extreme scenarios; at 35.5 GHz (GPM configuration)
MS enhancement can reach tens of dB; in CloudSat
configuration even profiles containing moderate rain
rate (� 325 mm=h) are likely to be affected by MS at
ranges close and crossing the surface-range.
2.
 MS effects can explain the absence of a surface-echo
peak. For CloudSat the surface-range return is sig-
nificantly contaminated by MS contributions at rain
rates above 5=10 mm=h (depending on the system
type, ice density and configuration) and it is certainly
completely decoupled from the surface properties for
lease cite this article as: Battaglia A, et al. Multiple-scattering in
jqsrt.2009.11.024
rain rates above 15 mm/h. ‘‘Smooth’’ profiles at surface
ranges are distinctive signatures of strong MS effects.
3.
 MS produces long signal tails at ranges below the
surface, which lowers significantly the minimum
detection height (even to tens of kilometers below
the surface for 94 GHz systems).
4.
 In snow precipitating clouds the MS component
expected for CloudSat observations can almost com-
pletely compensate for attenuation losses.
5.
 All MS effects in precipitating clouds are highly
dependent on the presence of a thick scattering layer
aloft. This is typically provided by large/dense ice
particles above the melting layer which strongly
enhance MS.

6. Evidence of MS in air-borne radar observations

Given the strong dependence of wide-angle MS on the
ratio between footprint size and mean free path, MS effects
radar systems: A review. JQSRT (2010), doi:10.1016/
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ARTICLE IN PRESS

A. Battaglia et al.A. Battaglia et al. / Journal of Quantitative Spectroscopy & Radiative Transfer ] (]]]]) ]]]–]]]22
(other than those involving surface scattering such as the
three body scattering and the mirror image described in
Section 3) can usually be neglected in ground- and air-borne
weather radar applications. In fact, at the so-called non-
attenuating radar frequencies (e.g. X-band and lower),
which are used for ground-based precipitation radars, the
mean free transport path is normally larger than the
footprint, even for long range radars. Even at attenuating
radar frequencies (e.g. from Ku- to W-band), in airborne
applications and for ground based vertical profilers used for
cloud studies, noticeable contributions by MS are rare due to
the small cross-beam size. The fact that MS can usually be
neglected in these applications, does not mean that it was
ignored by the cloud and precipitation radar community. In
depth analysis of specific features of the backscattered
signal has provided sufficient evidence of MS effects
involving multiple reflections between hydrometeors at
frequencies as low as the K-band. The clearest cases have
been observed by multi-frequency, polarimetric radars. In
fact, MS signatures are intrinsically elusive for single-
frequency non-polarimetric radars because they are notice-
able only in high path attenuation cases; in these conditions,
the ill-conditioned nature of single-frequency single-polar-
ization radar retrievals is sufficient to cast a shadow of
doubt on whatever scant evidence of this phenomenon is
observed. On the contrary, when co-located radar profiles of
reflectivity and depolarization at two or more frequencies
are available, evidence of MS effects becomes less elusive.
The work by [43], for example, stimulated much of the
Fig. 18. Wakasa Bay Experiment Stratiform system with embedded convection

32300N, 135300E (at 04:16 UTC).

Please cite this article as: Battaglia A, et al. Multiple-scatterin
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research in the subsequent decade (cited in this review).
Only one example of a radar profile was documented there,
but the clarity of the argument explaining the otherwise
puzzling features by means of a theoretical model did not
leave much room for doubt: MS effects had been observed in
the field at Ka�band. The key clue in this kind of observation
is the gradual increase (moving away from the radar) of
depolarization signatures at the higher frequency, while the
depolarization signature at the lower frequency does not
increase.

Next we refer to an example (shown in Figs. 18 and 19
to document the rationale proposed in [43]. During the
Wakasa Bay experiment in 2003, JPL’s Airborne
Precipitation Radar second generation (APR-2, [89]) was
deployed on the NASA P-3 to support validation of the
AMSR-E instrument. APR-2 is a cross-track scanning
Ku-=Ka-band Doppler, polarimetric radar. On January
19th a frontal system south of Japan, including a
well defined convective area and an associated wide
stratiform precipitation area, was observed. In the
transect of the system (Fig. 18) one can observe the
following features.
�

—Ja

g in
The typical linear depolarization ratio (LDR) signature
is visible at both frequencies; it is generated by
melting snowflakes in the bright band region at about
2.7 km. Whereas differences in the altitude of the peak
value of LDR (i.e. less than 100 m) and in its magnitude
have been used to infer properties of particles inside
nuary 19th 2003 Flight #3. From 32300N, 136300E (at 04:05 UTC) to

radar systems: A review. JQSRT (2010), doi:10.1016/

dx.doi.org/10.1016/j.jqsrt.2009.11.024
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the melting layer, the LDR profiles at Ku- and Ka-band
are approximately collocated and correlated.

�
 The mirror image return appears at ranges below the

surface on all channels (the mirror image is clearer in
. 19. Wakasa Bay Experiment. Dual frequency, dual polarization

asurements of a convective area from the APR-2 showing evidence

S.

. 20. Evidence of MS effects from the airborne CloudSat/CALIPSO Validation Expe

el: ER2-CRS radar reflectivity in dBZ under the CloudSat ground-track; bottom p

ge was generated using CRS preliminary calibration data courtesy of G. Heyms

CRS has been corrected since, and this image should be regarded as calibrated

ent well beyond this calibration bias. Extracted from [87].

lease cite this article as: Battaglia A, et al. Multiple-scattering in
jqsrt.2009.11.024
the Ku�band channels because of the lower path
attenuation and higher surface normalized radar
cross-section). Depolarizing effects induced by
surface scattering are also evident in the LDR vertical
sections.

�
 The LDR signature associated with intense precipita-

tion and mixed phase particles in convective cores,
shows the tell-tale signs of MS from 7 and 9 min of
flight in this dataset.

The profile shown in Fig. 19 is extracted from that
region. In this example, the Ku band LDR return shows a
peak at 2.2 km altitude (corresponding to the melting
layer altitude in the surrounding stratiform rain system)
and slowly decreases below it. This behavior is typical of
such cores and representative for the presence of large
mixed phase hydrometeors below the freezing level due
to convection. On the other hand, the Ka LDR return
increases linearly below the melting layer altitude: just
like in the example shown in [43] this depolarization
signature is not actually generated by mixed phase
hydrometeors (as shown by the Ku�band LDR profile),
but by MS events in the high scattering region around the
zero isotherm. This behavior is well captured by the MS

models cited in this paper.
The launch of CloudSat has stimulated a second kind of

multiparametric investigation of the MS effects in radar
returns. In fact, airborne W-band radars have been used to
validate CloudSat’s W-band cloud profiling radar (CPR)
mainly focusing on calibration, geolocation and detection
skills. However, they have also served as experimental
confirmation of the occurrence of MS in CPR’s observa-
tions. The first reported case is shown in Fig. 20 [90]: in
riment (CCVEx). Top panel: CloudSat radar reflectivity in dBZ; central

anel: difference between the CPR and the CRS reflectivities in dB. This

field (NASA/GSFC) and L. Li (GEST). Relative calibration between CPR

within 3 dB. The MS signature due to the different footprint sizes is

radar systems: A review. JQSRT (2010), doi:10.1016/

dx.doi.org/10.1016/j.jqsrt.2009.11.024
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this vertical section, CPR measured reflectivity is
compared to reflectivity measured by the GSFC/Cloud
Radar System (CRS, [91]) on board NASA ER-2 aircraft.
The exact time of co-location is highlighted by the
NASA-ER-2 target signature visible in the CPR data. Most
of the cloud and rainfall scene shows reflectivity values
that are within the respective calibration and mea-
surement uncertainties of the two radars. The region
at the bottom of the convective core preceding the
instant of Over-flight by less than a minute shows,
however, a large positive bias in CPR’s measure-
ments versus CRS’s. As predicted by pre-launch
modeling efforts, and summarized herein, the discrimina-
ting factor in this case is the footprint size (1.4 km for
CPR and less than 800 m for CRS). This, and other cases
have been analyzed and documented (e.g. [87,92]) in
support of the ongoing efforts aiming at improving
CloudSat’s forward modeling and cloud properties
retrievals.
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7. Evidence of MS in CloudSat observations

Evidence of MS is present in CloudSat 94 GHz CPR
reflectivity profiles, showing features not interpretable in
the frame of SS models or of the mirror image theory but
fully explainable with MS theory.
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For some overpasses over tall precipitating systems
there is no ‘‘discontinuity’’ peak in the reflectivity
signal at ranges corresponding to the surface; in
exceptional cases, the reflectivity profiles exhibit
extremely long tails at apparent ranges below the
surface.
Fig. 21. Upper panel: CloudSat reflectivity vertical cross-section for a
2.
Tropical Storm 06W which occurred on the 24 July 2006 (granule 1272)

south-west of Taiwan. Lower panel: vertical reflectivity profiles

corresponding to the pixels between the two black arrows in the upper
For precipitating profiles, which are likely to bear
considerable quantity of rain, the vertical gradients of
reflectivity are far-off the values expected from
attenuated SS profiles.
panel (extracted from [19]).

3.
 The PIA estimated via the surface reference technique

presents anomalous pdf s with a non-physical peak
around 50 dB.

In the following subsections we briefly discuss these three
aspects.

7.1. The quintessence of MS: second trip echoes in CloudSAT

observations

An astonishing example of MS is provided by the
CloudSat observation of a tropical storm at 06W on the 24
July 2006 (Fig. 21). In this case the pulse stretching
extends beyond the unambiguous range interval so that
the return appears as a second trip echo at the very top of
the cloud, thus creating the bizarre signature above
18 km. The CPR has a pulse repetition frequency of
4300 Hz leading to a maximum unambiguous range of
about 35 km.

In Fig. 22 we analyze in more detail one profile
extracted from Fig. 21. The echo above 18 km represents
the folding of the second trip echo; when unfolded it
lease cite this article as: Battaglia A, et al. Multiple-scatterin
jqsrt.2009.11.024
corresponds to a signal coming from ranges far below the
surface (see double arrows in Fig. 22). The dashed line in
Fig. 22 depicts the linearly interpolated-reconstructed
profile for ranges below the surface (the 2B-GEOPROF
product provides only the reflectivity for ranges at most
1.5 km below the surface as visible in Fig. 21. A best-
matching procedure between the observed profile
(Fig. 22) and a large dataset of simulated profiles [87]
has been carried out. The best-matched profile is defined
as the profile which minimizes the following cost
function:

XNgrids

j ¼ 1

jZCloudSAT ½j��ZMS
sim½j�j ð32Þ

where ZCloudSAT ½j� and ZMS
sim½j� are the CloudSat measured

and simulated reflectivity at grid point j. By visual
inspection of Fig. 22, the simulated best-matched profile
(circle line) not only fits quite well the CloudSat Z-signal
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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(continuous line) at apparent ranges above surface
but also below it. The corresponding hydrometeor
contents are extreme, particularly in the ice phase (e.g.
the integrated graupel content reaches 10:2 kg=m2),
leading to a total optical thickness amounting to 24.5,
i.e. to more than 200 dB two-way attenuation. Conse-
quently, the SS profile of the best-matching profile (dotted
line) is rapidly attenuated already at high altitudes.
SS theory—even with the inclusion of the mirror image—

cannot reproduce the peculiar features of this observation,
which, therefore, can be considered the ‘‘par excellence’’
MS example.
Please cite this article as: Battaglia A, et al. Multiple-scatterin
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7.2. Reduced height gradients of CloudSat reflectivity

profiles

As already noticed in Section 5 the presence of MS

tends to partly compensate for attenuation, thus reducing
the height reflectivity gradient. This variable is particu-
larly valuable for estimating rain profiles; [93] proposed
an attenuation-based method to retrieve vertical profiles
of rainfall rates from height derivatives of CloudSat nadir
reflectivities. Assuming SS and the dominance of attenua-
tion in shaping vertical trends of observed reflectivity
(i.e. changes of measured reflectivity Zapp in rain at a
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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vertical interval are dominated by attenuation in rain, and
not by the variability of non-attenuated reflectivity Zeff ),
the one-way attenuation coefficient in rain krain

ext ðhÞ is
estimated from the vertical gradient of the measured
reflectivity, @ZappðzÞ=@z, in a rain layer as

krain
ext ðzÞ ¼

1

2

@ZappðzÞ

@z
�GðzÞ: ð33Þ

Here the coefficient 1
2 accounts for the two-way propaga-

tion, and GðzÞ is the gaseous (O2 and H2O) absorption
correction, which is determined by profiles of tempera-
ture, pressure, and relative humidity. Temperature and
pressure profiles are available as auxiliary CloudSat
information, GðzÞ being actually an output variable of the
CloudSAT 2B-GEOPROF product. Because at 94 GHz the
rain rate RR is approximately linearly dependent to krain

ext as

RRðzÞ½mm=h� 
 1:2
1:1

½raðzÞ�
0:45

krain
ext ðzÞ ½dB=km� ð34Þ

ra being the air density in kg=m3, the combined use of
Eqs. (33) and (34) can provide an estimate of RR profiles if
MS effects are minor.

CloudSat data for June–July–August 2007 have been used
to compute the value of krain

ext at an altitude of 1 km.
Frequency distributions of this variable as a function of
I410 dBZ �

R
Z 410 dBZZappðzÞdz are plotted in Fig. 23. At low

values of I410 dBZ , where the SS theory is assumed to be
valid, a large variety of krain

ext is encountered with the highest
values corresponding approximately to 20 mm/h. Note that
also negative values are registered, corresponding to
situations where the non-attenuated reflectivity Zeff is in
fact decreasing with height. An increase in I410 dBZ, i.e. in
kext @ Height = 1 k
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the peak reflectivity of the hydrometeor and thus likely in
the rain amount, drastically reduces the variability of krain

ext

and of its maximum value. This is totally unexplainable
within the frame of SS theory. At very high I410 dBZ, when
the MS drives the whole process, the values of krain

ext never
exceed few dB/km. This happens also to the reflectivity
profiles (Fig. 21), which are characterized, close to the
surface, by derivatives of the order of less than 1 dB/km, i.e.
lower than the typical gas attenuation at 1 km height for a
tropical atmosphere. A SS attenuation-based method would
therefore predict no rain for the huge tropical system of
Fig. 21, which is obviously not true. The Occam’s razor
favors again the straightforward MS interpretation: the
increase of MS augments the in-cloud pulse stretching, de-
correlates the signal with the hydrometeor content
effectively present at 1 km altitude, and substantially
dampens the reflectivity gradient at the same altitude.
7.3. Bimodal pdf of the path integrated attenuation and

structure of surface precipitation

Two-way PIA s derived from surface-reference-technique
(SRT) are shown in Fig. 24 for June–July–August 2007. Only
profiles with freezing level above 4.5 km and flagged as
‘‘certain rain’’ according to the Precip_flag of the CloudSAT
2C-PRECIP-COLUMN product have been considered. The
distribution exhibits a bimodal structure: the most frequent
mode is characterized by low values of PIA with a peak near
3 dB, which is characteristic of light precipitation. The other
mode, with peaks between 40 and 60 dB is most
m [dB/km]
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pronounced in the western Pacific and Indian regions where
deep convection is prevalent.

As a rule of thumb, the use of Eq. (34) with the
assumption of a 5-km uniform rain layer and a mean
density of 0:95 kg=m3 leads to the estimate of the mean
rain rate in the column as: /RRSlayer ½mm=h� 
 1:35�
PIA2�way

hydro ½dB�=10. This estimate is reported in the upper
x-axis of Fig. 24. If SS approximation were valid, we would
conclude that the frequency distribution of surface
precipitation is bimodal in nature (as previously noted
in [94]). As demonstrated in [19,87], Fig. 6, the coin-
cidence between true and SRT-derived PIAhydro is generally
not fulfilled because of the saturation of the surface return
signal due to MS effects. The apparent peak at about
7 mm/h actually includes profiles with much higher rain
rates, whose ice segments are producing MS strong
enough to significantly contaminate the surface return.

8. Identifying and accounting for MS in radar
observations

The identification of MS-burdened profiles is quite
challenging; a reflectivity enhancement can in general be
masked by many other effects (e.g. size distribution and
habit variability, unresolved attenuation or vertical varia-
bility effects, etc.). Battaglia et al. [85,86] (Figs. 15 and 9,
respectively) demonstrated that a key parameter to
forecast the total magnitude of the MS effect is provided
by the scattering optical thickness. Unfortunately this
parameter cannot be measured directly. It is essential
to identify a proxy for MS by exploiting additional
Please cite this article as: Battaglia A, et al. Multiple-scatterin
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measurements, if available, or information coming from
the vertical structure of the reflectivity profile.

Battaglia et al. [85,86] showed that MS effects manifest
themselves by producing significant cross-talk. LDRMS

hv (see
definition in Eq. (23)) is much stronger than LDRSS

hv and
provides clear signatures with high LDR (up to 0 dB) in
regions where high DZMS

a are located. Such effects have
been confirmed by airborne observations (Section 6). The
cross-polarized return power, which is unfortunately, very
seldom available, represents a valuable proxy of MS effects
and therefore could be a key quantity for incorporation
into retrieval algorithms. For instance it is possible to select
a threshold for the LDRhv above which MS effects provide
substantial change in the reflectivity (Fig. 14 in [85]).

Later [87] investigated the potential of the PIA

estimated via SRT to flag CloudSat MS-affected profiles.
This parameter, retrievable with sufficient precision only
over sea, has been exploited to identify four MS regimes:
(1) the SS approximation is applicable to the entire
Z-profile; (2) the SS approximation is unreliable but the
second order of scattering approximation is valid; (3) the
second order of scattering approximation is not valid due
to higher order of MS effects which do, however, not affect
the SRT-based PIA estimates; (4) the MS is affecting the
surface return as well, thus spoiling the PIA estimates. The
PIAhydro thresholds for identification of these regimes are
listed in Table 1 in [87] for systems with different freezing
level altitudes. For ocean pixels, about 80% (90%) of the
profiles identified as rainy in the CloudSAT 2C-PRECIP-
COLUMN product can be treated with the SS (SOS)
approximation. For 3.5% of the rainy pixels even the PIA
g in radar systems: A review. JQSRT (2010), doi:10.1016/
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estimate is unreliable. Due to the different precipitation
regimes, the frequency with which MS effects are
encountered is strongly region and season-dependent.
Highest occurrences are in well developed and optically
thick systems, frequently found in the InterTropical
Convergence Zone and in the tracks of extra-tropical
cyclones. These conclusions are particularly relevant to
assessing the potential of space-borne 94 GHz radars for
estimating precipitation on the ground.

Another key issue concerning 94 GHz space-borne
radars is the identification of MS contaminated profiles
at high altitudes, which has strong repercussions on
estimates of ice water content in mesoscale convective
systems. This has been raised first by [92] who, based on
colocated CloudSat and RASTA 94 GHz air-borne radar
measurements, reported a value of at least 2.5 dB MS

enhancement in CloudSat observations at 8.5 km height in
the anvil of a west-African mesoscale convective system
sampled during the AMMA experiment. By exploiting
long-term ground-based observations over Darwin quasi-
spatially and temporally collocated with CloudSat over-
passes, [95] showed that the CloudSat convective ice
profiles can be used down to approximately 9 km height
(or 4 km above the melting layer) without attenuation
correction. They suggested that the CloudSat profiles in
convective ice need to be corrected for attenuation by
supercooled liquid water and ice aggregates/graupel
particles and MS prior to their quantitative use. In
Fig. 25 results of the MS enhancement at the freezing
level height for CloudSat-simulated profiles are presented.
Note that out of a large variety of simulated profiles from
Cloud Resolving Models only those which have an almost
Please cite this article as: Battaglia A, et al. Multiple-scatterin
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perfect counterpart in CloudSat observations in terms of
vertical reflectivity and PIA matching are considered here.
Moreover, the matching procedure has been applied only
to CloudSat profiles over sea with freezing levels above
4.5 km, two-way PIAhydro45 dB and reaching the 5 dBZ

level at altitude higher than 6 km. Hydrometeors
producing backscattering above 8 dBZ are believed to be
burdened by MS; because MS gradually increases with the
scattering optical thickness the area subtended by the
vertical reflectivity profile above this threshold (I48 dBZ)
is adopted as a proxy for MS and used as x-axis in Fig. 25.
There is a clear trend of increasing DZMS with larger
I48 dBZ , but also a larger variability. Profiles with
I48 dBZ 420 dBZ km (like that described in [92] or that
of Fig. 22) are likely to be strongly affected by MS at
altitudes close to the freezing level.

Another approach to correct the MS effects is to include
fast-forward simulators accounting for MS effects in
iterative retrieval algorithms (like the optimal estimation
technique proposed by [96]). The time dependent two-
stream method described in Section 4 has been now
included in the QuickBeam package (description in [83]).
Extended studies are urgently needed in this field.

9. Open issues and conclusions

Four complex challenges remain open for an all-
encompassing quantification of MS effects:
1.
g in
The development of a comprehensive theory to

better quantify the backscattering enhancement for time-

dependent problems, in geometries departing from the
radar systems: A review. JQSRT (2010), doi:10.1016/
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exact backscattering condition: It is difficult to quantify
the effect on satellite observations of a departure from
the exact backscattering angle introduced by the
moving platform. The width of the backscattering cone
depends on how the signal is sampled in time as well as
on the transport mean free path in precipitation/clouds.
As a consequence, the radar measures a convoluted
combination of diffuse and coherent MS.
2.
 The evaluation of simulated MS effects by more direct ad-

hoc measurements: Particularly useful in this context
would be air-borne radar measurements of precipita-
tion performed with a receiving system consisting of
several antennas of different sizes; this set-up could
produce many more case studies than the few
collected during satellite under-flights (Section 6).
The signal received at the smaller antenna (thus
corresponding to a larger footprint) should be affected
by MS while that of the large antennas should be
designed to provide the SS reference level. A full
verification of radar MS effects would greatly benefit
from simultaneous measurements of LDR and sam-
pling the signal from apparent ranges far below the
surface. These specifics/configurations are therefore
suggested for next air-borne validation campaigns
related to high-frequency space-borne missions.
3.
 The assessment of the impact of MS in Doppler high

frequency radars foreseen for up-coming space-missions,

primarily EarthCARE: Up to now, theoretical investiga-
tions involving Doppler space-borne radars focused on
the effects of non-uniform beam filling on vertical
rainfall velocity measurements [97,98] and of errors
induced by pointing uncertainties [99]. The presence of
MS with spurious velocity signals coming from higher
order scattering is expected to further degrade the
signal, both biasing the mean and widening the
spectral width. No forward model is currently available
to simulate such features.
4.
 The inclusion of MS corrections into data assimilation and

retrieval algorithms: Instead of flagging the profiles
burdened by MS and avoiding their use in deriving
cloud and precipitation products (with possible intro-
duction of undesired biases), an interesting but largely
unexplored avenue of research involves the application
of pulse stretching and MS data to derive cloud and
precipitation SS properties (extinction, bulk scattering
phase function). The exploitation in data assimilation
and in retrieval procedures of fast forward operator
inclusive of MS would certainly pursue this goal.
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