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Abstract

In the atmospheric boundary layer the vertical distribution of heat, momentum, water and pollutants is controlled by mixing that is turbulent. This complex mixing is parameterized in weather forecast and climate models. But are the parameterizations implemented in these models representative of the real world?

For the first time, Doppler lidar and sonic anemometer data are used to objectively classify the observed boundary layer into nine different types based on the Met Office scheme. Examples of these types are decoupled stratocumulus cloud, cumulus capped and stable with no turbulent cloud. This method is applied to three years of data from the Chilbolton Observatory, UK, to create a climatology of boundary-layer type. This climatology exhibits clear seasonal and diurnal cycles with the most common type over the three years being a cloud-free stable boundary layer. The decoupled stratocumulus type and the cumulus cloud under a stratocumulus layer type are diagnosed 10.3% and 1.0% of the period respectively.

This new observationally based boundary layer classification is used to evaluate the boundary-layer type diagnosed by the 4 km and 12 km resolution versions of the Met Office Unified Model. The model is found to predict too many decoupled stratocumulus boundary layers by a factor of 1.8, in both the stable and unstable regime. Stratocumulus cloud is present in the morning in the model but it is underestimated in the afternoon. The skill of the model in predicting boundary-layer type at the correct time has also been assessed using the symmetric extremal dependence index measure of skill. This analysis revealed that the skill of predicting the correct boundary-layer cloud type was much lower than the skill of predicting the presence of cloud. The skill of prediction is not affected by model resolution.

Finally, a set of idealised single column modelling experiments have been conducted to investigate the impact of boundary-layer type diagnosis on the vertical distribution of pollutants. It is shown that night-time near-surface concentrations are modulated by an order of magnitude depending on the sign of the predicted surface heat flux and mixing driven by stratocumulus cloud-top cooling acts to keep the residual layer well mixed. During the day the diagnosis of boundary-layer type has little impact on near-surface concentrations; however, the presence of cumulus cloud can modify the shape of the vertical distribution of tracer.
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Chapter 1

Introduction

1.1 Motivation

Man-made atmospheric pollutants have been a problem to human health since the start of the industrial revolution, primarily due to the burning of fossil fuels and the associated release of soot and sulphur dioxide into the atmosphere. Understanding how pollutants are emitted, transformed and transported throughout the atmosphere has important implications for human health. For instance, it has been estimated that urban outdoor pollution, primarily particulate matter, was responsible for 800,000 deaths worldwide in the year 2000, with 23,000 of these in central and western Europe (Cohen et al., 2004). This number is of the same order of magnitude as the average number of deaths from seasonal influenza (World Health Organisation, 2003). A further study by Cohen et al. (2005) attributes fine particulate matter as the cause of 5% of lung cancer deaths and 3% of cardiopulmonary deaths worldwide. It is estimated that human-produced fine particulate matter reduces life expectancy in the European Union by 8.6 months (World Health Organisation, 2006).

Air pollution events tend to be episodic. One such episode occurred in Europe during the August 2003 heat wave. The estimated number of air pollution related deaths in the UK during this period was 400–800 (Stedman, 2003). It is also estimated that the same event brought forward over 1000 deaths in the Netherlands (Fischer et al., 2003). With such impacts on human health the dispersion of these pollutants is an important process to understand. Plant seeds, pollen and disease spores are also dispersed into the atmosphere in a similar way to pollutants and this dispersal needs to be understood to manage agricultural crops effectively (Pan et al., 2012).
Chapter 1: Introduction

Forecasting air quality requires the representation of many complex meteorological and chemical processes, particularly in the atmospheric boundary layer. A key process to understand is turbulent mixing. This mixing impacts the dispersal of pollutants in the atmosphere as well as playing an important role in the fluxes of many other meteorological variables such as moisture, heat and momentum. These variables are key for the evolution of the atmospheric boundary layer and clouds and therefore the dynamics of weather forecast and climate prediction models.

1.2 Meteorological effects on air quality

There are many meteorological factors that affect the dispersion of pollutants. Figure 1.1 summarises the key processes. These include wind speed and direction, atmospheric stability, the structure and height of temperature inversions and the presence of clouds and precipitation. The wind speed and direction influences the speed and direction of the dispersion of pollutants. Temperature inversions cap the boundary layer and act as a lid on the vertical distribution of pollutants. This height determines volume of atmosphere that the pollutants can be dispersed throughout.

Pollution episodes occur in both clear and cloudy conditions but some pollutants, such as ozone, are more active in direct sunlight (Hobbs, 2000). Therefore the presence of cloud can be important for chemical transformations. Clouds also contribute to the turbulent mixing within the boundary layer. Humidity can also have an effect on the rate of some chemical reactions. Precipitation can reduce the amount of pollution in the atmosphere by wet deposition and scavenging effects. The timing of the passage of synoptic features, such as fronts (e.g. Donnell et al., 2001), and the presence of sea breezes also have an impact on the distribution of pollutants (e.g. Angevine et al., 2004 and Dacre et al., 2007). Finally, chemical species can influence the weather by changing the atmospheric radiation budget (e.g Ramanathan et al., 2001) as well as through cloud formation.
1.3 Forecasting air quality

1.3.1 Air quality model summary

Modelling air quality is complex as it involves the coupling of chemical emissions and transformations with meteorological transport processes.

Simple models, such as Gaussian plume and box models, make many assumptions and use simplified meteorological data. Examples of this type of model are the fine resolution atmospheric multi-pollutant exchange (FRAME) (Singles et al., 1998) and the Hull acid rain model (HARM) (Metcalfe et al., 2001). These models can be used to assess the long-term annual mean deposition of reduced and oxidised nitrogen and sulphur. Due to the lack of complexity in these models they can be run multiple times very quickly and therefore can be used to provide uncertainty estimates.

More comprehensive models, such as the Community Multiscale Air Quality (CMAQ) model (Byun & Schere, 2006) used by DEFRA, combine the meteorology and chemistry. There are two ways to do this, online or offline. Offline modelling runs a meteorological model separately and uses this data as an input for a chemistry transport model typically every 1–3 hours. This approach is common and, due to the low operational costs, enables ensembles to be run quickly in the case of accidental releases. However, this method...
relies on the meteorological input data representing the variability of the meteorological features. Studies have found that the accuracy of chemistry transport models (CTMs) are impacted by the temporal frequency (Grell et al., 2004; Davis & Dacre, 2009; Korsholm et al., 2009) and horizontal resolution of the meteorological data (Queen & Zhang, 2008; Wolke et al., 2012). A spectral analysis of winds by Grell et al. (2004) found that scales of motion with time frequencies less than 10 minutes contribute to the total variability so ideally offline models require a meteorological output time of less than 10 minutes. Therefore to ensure accurate results from CTMs large amounts of meteorological data need to be archived.

De Meij et al. (2009) compared the impact of meteorological input data from the MM5 and WRF model in the Po Valley, Italy. In this case, the particulate matter concentrations were underestimated by a factor of 2 in simulations using the MM5 data and a factor of 3 using the MM5 data in winter conditions. These differences were due to differences in predicted boundary-layer depth. The underestimate of particulate matter is a common problem in air quality modelling and studies by Hongisto (2005) and Minuzzi et al. (2005) showed that uncertainties in meteorological fields, e.g. mixing height, temperature and wind speed, contribute to this problem. However, a study by Smyth et al. (2006) found that the largest difference between the meteorological fields in the GEM and MM5 models was relative humidity. The meteorological data with the higher relative humidity lead to larger predicted particulate matter concentrations due to an increase in particle bound water. However, Mueller (2009) found that wind direction was the main contributor to the low skill of predicting particulate matter concentrations. The importance of wind direction was also found by Warner et al. (1983).

As meteorological models have been developed separately to CTMs there are also errors when linking them as they can have different horizontal and vertical resolutions (Seaman, 2000). Also, offline simulations mean that the chemistry is not able to feedback on the meteorology. Other offline methods of predicting air quality include combining principal component regression of 15 different meteorological variables with the air quality index of the day before (Kumar & Goyal, 2011) and linear regression of synthetic tracer to reconstruct particulate matter concentrations (Fang et al., 2013).

Online coupling is numerically more consistent and allows two way interaction between the meteorological fields and chemistry and therefore includes feedbacks and could improve weather forecasts. This approach means that the same parameterisations and time-step are used for both the meteorology and chemistry and large amounts of me-
teorological data do not have to be archived. However, online models have not yet been subject to the same rigorous testing as offline models and they are computationally much more expensive.

In Europe alone there are at least 18 different mesoscale model families and 47 different transport or transport and chemistry models, 10 of which are online (Schlunzen & Sokhi, 2006). An evaluation of four mesoscale models by (Hanna & Yang, 2001) found the root mean squared error (RMSE) on the hourly averaged wind speed compared to observations was $2 - 3 \text{ ms}^{-1}$ with a wind direction RMSE of 50 degrees due to random turbulent processes and surface heterogeneity. Predicted mixed layer depths were within 20% of observations but had weaker temperature inversions. It was also found that the models underestimated the vertical temperature gradient in the first 100m at night. These differences in the meteorological fields could have a large impact on air quality forecasts.

The same meteorological data can lead to different air quality forecasts. Stern et al. (2008) found that forecasts of particulate matter concentrations over Europe varied dramatically depending on which air quality model is used as each model has internal methods to calculate its mixing parameters. It was found by Zanis et al., 2011 that the RegCM3/CAMx model driven with ERA-40 reanalysis data reproduces more accurately the observed ozone trend in Italy than the meteorological fields from ECHAM5. However, reanalysis products have very low temporal resolution and cannot be used for forecasting. This study also found that the CTM performs better in the day-time than at night in all seasons. It is speculated this is due to greater atmospheric stability in winter and enhanced vertical mixing in the summer.

Further studies have shown that the CTMs are sensitive to wind fields in complex terrain. The COSMO-IT model performed better in flat terrain than mountainous regions, where valley winds overestimated and wind direction prediction was poor (Schlunzen & Sokhi, 2006). Svensson (1996) also found her coupled model was sensitive to the terrain. Topography can also effect wind direction.

In summary, the meteorological input data for offline CTM has important consequences for the prediction of air quality. There have been many studies that assess the impact of data from different meteorological models on different CTMs. It has been found, as expected, that wind speed and direction, stability and mixing height are important in factors in predicting correct pollutant concentrations. This suggests the newly available
online models will also be affected by the forecast accuracy of these fields. In particular boundary-layer mixing which is parameterised in online meteorological CTMs.

1.3.2 Air quality forecasting in the UK

In the UK daily forecasts of pollutant concentrations are produced by the Department for Environment, Food and Rural Affairs (DEFRA). These forecasts are released at 1600 UTC and are valid for 24 hours. Forecasts are issued using an index which ranges from 1–10. This index, known as the Daily Air Quality Index (DAQI), is split into four bands as suggested by the Committee on Medical Effects of Air Pollutants (COMEAP). An index of 1–3 represents low concentrations, 4–6 moderate concentrations, 7–9 high concentrations and 10 represents very high concentrations. The overall index for a region or site is determined by the highest index of the following five pollutants: nitrogen dioxide, sulphur dioxide, ozone, PM10 and PM2.5. The air quality forecasts produced by DEFRA are validated using observations taken by the Automatic Urban and Rural Network (AURN) which monitors various pollutants at 127 sites across the UK.

There are many inputs into the DEFRA air quality forecasts. The main inputs are weather forecasts from the Weather Research Forecast (WRF) model which is used as an input to the CMAQ model plus HYbrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) back trajectories. Other sources of information used to inform UK forecasts are European and global air quality forecasts produced by other organisations, near real-time pollutant concentration observations from the UK and across Europe and satellite imagery. Forecasts of European air quality are also produced routinely by the Monitoring Atmospheric Composition and Climate (MACC) project. This project combines atmospheric modelling and earth observation to provide information on European air quality, global atmospheric composition and climate. Another project working in this area is the UK Chemistry and Aerosol project (UKCA) which aims to develop a coupled aerosol-chemistry-climate model based on the UK Met Office Unified Model.

1.4 The importance of the atmospheric boundary layer and its parameterisation

As the majority of the anthropogenic pollution is released at or near the surface and therefore the meteorological processes near the surface in the atmospheric boundary
layer play an important role in the distribution of pollutants.

A schematic of the classical diurnal evolution of a boundary layer is shown in Figure 1.2. This evolution is driven by surface heating which starts after sunrise. This heating results in convective plumes forming and rising vertically. These plumes mix properties of the boundary layer to form a well-mixed layer. The vertical extent of the plumes is dependent on the temperature inversion which separates the boundary layer from the free troposphere above until they have enough energy to penetrate the layer above. As these overshooting plumes descend back into the boundary layer they entrain air from above into the boundary layer. It is the interface between the boundary layer and the free troposphere that limits the vertical extent of boundary layer clouds. When the sun sets the source of surface heating is removed and the surface cools and a stable nocturnal boundary layer forms. Several studies (Gimson, 1997; Donnell et al., 2001; Kowol-Santen et al., 2001; Agusti-Panareda et al., 2005; Dacre et al., 2007; Sinclair et al., 2008) have found that boundary-layer mixing, along with convection and advection by synoptic scale motions, can impact the ventilation of pollutants out of the boundary layer which in turn impacts the vertical distribution of pollutants and, importantly, the surface concentrations.

\[\text{Figure 1.2:} \quad \text{The structure of the boundary layer during a typical diurnal cycle, showing different layers present according to atmospheric stability and time of day. Following Stull (1988).}\]
1.4.1 Clouds

Cloud is common in the boundary layer and predicting this cloud correctly has implications for air quality forecasting, numerical weather prediction and climate modelling. This is because clouds interact with longwave radiation, by trapping it close to the Earth’s surface, and incoming shortwave radiation, by reflecting it back to space. They therefore contribute to the Earth’s radiation budget and form an important component of the climate feedback system (Bony et al., 2006). A further study by Andrews et al. (2012) found that cloud radiative feedback was the largest single cause of interannual variability in the experiments performed for the third and fifth phases of the Coupled Model Intercomparison project (CMIP3 and CMIP5). On a regional level, mixed phase clouds in the Arctic can influence the rates of melting and freezing of the Arctic Ocean and therefore the transition into and out of winter (Jiang et al., 2000).

Boundary-layer clouds are very difficult to model and this is reflected by widely varying climatologies in climate models. In a comparison between ten climate models and satellite observations by Zhang et al. (2005) it was found that, the models under predict low-top cumulus and stratocumulus cloud (Figure 1.3 panels (g) - (h)). The largest under prediction is of the order of 90%. Although cumulus and stratocumulus are under predicted, stratus clouds are over predicted in all but one of the models considered in the study (Figure 1.3 panel i). Figure 1.3 also shows the models considered systematically over predict clouds associated with deep convection (panel (c)) but under predict mid-level altocumulus and altostratus clouds (panels (d) and (e)). These differences in modelled cloud distribution gives uncertainty in the radiative feedbacks of the models and thus make it one of the largest sources of uncertainty in climate prediction (Webb et al., 2006). Bony & Dufresne (2005) have shown that the climate models that predict the most global warming are the ones that also forecast the largest decrease in boundary-layer cloud occurrence in response to increased carbon dioxide. Dai & Trenberth (2004) found that low clouds (those below 700mb) are the main contributor to diurnal variations in cloud amount in the Community Climate System Model (CCSM2), especially in marine stratocumulus regions.

The clouds in weather forecast models have also been evaluated against ground-based radar observations (e.g. Illingworth et al., 2007; Barrett et al., 2009). On these shorter time scales, the prediction of cloud cover impacts the end users of weather forecasts as the presence of cloud impacts surface temperature, precipitation and ultraviolet radiation.
Figure 1.3: Cloud frequency averaged from 60°N to 60°S for December to February season for the nine ISCCP cloud types from satellite measurements and ten climate models (from Zhang et al., 2005. Note the low frequency with which low cumulus clouds are modelled (panel g) and high frequency of stratus clouds compared to satellite measurements in panel i.

Figure 1.4 shows the frequency of occurrence of clouds with cloud fraction, $f$, greater than four thresholds as a function of height for seven models and corresponding observations for 2003 and 2004 at three Cloudnet sites (Chilbolton, UK, Cabauw, Netherlands and Palaiseau, France) as calculated by Hogan et al. (2009b). Each model has different strengths and weaknesses but for boundary-layer cloud (3 km and below) it can be seen there is a large spread in the frequency of occurrence for all cloud fraction thresholds considered. When evaluating the skill of predicting the correct boundary-layer cloud at the correct time it was found that the UK Met Office Mesoscale model had the highest skill score. This result is supported by the study of Barrett et al. (2009) which found that the Met Office Mesoscale and Global models had the highest skill of forecasting the presence of boundary layer cloud.

Clouds also have an impact on the vertical mixing within the boundary layer. Observa-
tions have shown that top-down driven turbulence is present in stratocumulus cloud (e.g. Albrecht et al., 1995). This is due to longwave cooling at cloud top that generates negatively buoyant plumes that enhance vertical mixing. This mixing can be strong enough to reach the surface. Cumulus clouds can also effect the vertical mixing. Williams et al. (2011) found robust signatures of enhanced venting and sub-cloud-layer mixing when active cumulus clouds are present in vertical profiles radon. Other studies using remote sensing instruments have found distinct signals in vertical velocity skewness and variance associated with the presence of different cloud types (e.g. Hogan et al., 2009a). Thus it is important that the cloud type that is present is taken into account when considering the effect of boundary layer parameterisation on air quality forecasts.

1.4.2 The parameterisation of the boundary layer in numerical weather prediction and climate models

Mixing within the boundary layer is highly turbulent and occurs on short time scales (order minutes) and length scales (order metres) compared to those resolved in numerical weather prediction and climate models. Therefore in numerical weather prediction and climate models its effects on the resolved flow are parameterised. There are many different parameterisation schemes in use and a selection of these are outlined below. Particular attention is given to the boundary layer scheme used in the UK Met Office Unified Model (UM) as this scheme is studied in this thesis. This scheme is outlined in Section 1.5. It is evaluated in Chapter 3 and modifications to it are considered in Chapter 4.

Example parameterisations

Due to the turbulent nature of the mixing within the boundary layer it is not possible to derive a closed set of equations for the evolution of a grid box mean of a quantity in a numerical prediction or climate model. This is known as the turbulence closure problem. One way this problem can be overcome is to retain terms up to a certain order and approximate the remaining terms. In this section various different closure schemes will be outlined.

First-order schemes, also known as gradient transport theory or K-theory schemes, retain prognostic equations for only the mean variables, for example horizontal wind, temperature and humidity and approximate higher order covariances (e.g. Louis, 1979;
Figure 1.4: Frequency of occurrence of clouds fraction, $f$, greater than four thresholds for seven models (thin lines and shading), versus height, over Chilbolton, Cabauw and Palaiseau in 2003 and 2004. The corresponding observations are shown by the thick lines. Taken from Hogan et al. (2009b).

Troen & Mahrt, 1986; Hong et al., 2006). They use local (nearby) flux-gradient relationships to transfer the problem of unknown covariances to that of specifying an eddy diffusivity which is often specified from vertical shear, static stability and an appropriate length scale. This method is not suggested for use in convective mixed layers where gradients of mean quantities are zero but it is computationally inexpensive and still used in many operational models (e.g. Meteo-France). This technique does not account for entrainment.

Second-order schemes were developed alongside the development of computer power
and were motivated by the hope that “if a crude assumption for \( n \)th moments predicts \((n - 1)\)th moments adequately, perhaps a similar assumption for \((n + 1)\)th moments will predict \(n\)th moments just as well” (Stull, 1988). Second-order closure requires predictive equations for all the covariance terms (e.g. \( u'w' \), \( w'\theta' \), and \( u'q' \)). The equations that need to be solved to obtain these terms are complex and contain triple correlation terms. There are many ways to parameterise these terms but most are based on mixing length theory or Monin-Obukhov similarity theory (e.g. Lumley & Khajeh-Nouri, 1974; Mellor & Yamada, 1974; Wichmann & Schaller, 1986; Wyngaard, 1990). A comparison of a second-order simulation to observations taken during the Wangara experiment (Yamada & Mellor, 1975) found that the scheme reproduced the general evolution of the boundary layer but had discrepancies in the profile of potential temperature in the convective regime. Third-order schemes have also been developed (e.g. Bougeault & André, 1986) and it has been shown that these models give better results due to their more accurate treatment of vertical fluxes of second-order moments (Zeman & Lumley, 1976; André et al., 1978). However this improved representation comes at great computational expense.

The other schemes described in this section have been developed to perform better than local schemes in convective and/or cloudy situations. Schemes that use the turbulent kinetic energy (TKE) equation in place of velocity variance equations are known as 1.5 order or TKE closure schemes (e.g. Mellor & Yamada, 1982). This type of scheme creates nearly well mixed layers during the daytime but requires a prognostic variable for TKE and is much more computationally expensive.

Non-local closure schemes recognise that in convectively unstable situations larger eddies can transport fluid across finite distances before the smaller eddies have time to cause mixing and therefore relate unknown variables to known variables at any number of other vertical grid points. The simplest version of this type of scheme is a mixed layer model (e.g. Carson, 1973) which assume that potential temperature is constant throughout the depth of the boundary layer and the surface is horizontally homogeneous. Mixed layer schemes are computationally efficient and are used in some ocean models.

Penetrative convection or Blackadar schemes are based on the assumption that boundary-layer heat exchange takes place between the ground surface and each level within the mixed layer. This scheme naturally produces counter gradient terms. Non-local diffusion methods (e.g. Troen & Mahrt, 1986; Holtslag & Boville, 1993; Hong & Pan, 1996) are based on results from large-eddy simulations and explicitly include a non-local
term in the diffusion equation. The Hong & Pan (1996) scheme performed better at simulating observations from the first international satellite land surface climatology project (ISLSP) field experiment than a local scheme. Another novel non-local scheme is the transilient turbulence scheme (Stull, 1988). This formulation is based on a discrete view of non-local mixing that occurs within the boundary layer and allows for a range of eddy sizes to influence the turbulent mixing.

The traditional K-closure approach has been extended by combining it with an advective mass-flux scheme which is used to treat strongly skewed local updrafts (Siebesma & Teixeira, 2000; Siebesma et al., 2007; Soares et al., 2004). This enables a unified parameterisation of turbulent transport in the cloud-topped boundary layer. This approach is currently used in the ECMWF medium-range weather prediction model (Kohler et al., 2011). The asymmetric convective model (ACM) is a parameterisation which prescribes convective transport originating in the lowest model layer and rising to all other layers in the convective boundary layer with symmetrical return flow from each layer back to the lowest layer. This has been further modified in the ACM2 scheme (Pleim, 2007) which has an asymmetrical layer-by-layer downward transport. It also has an added eddy diffusion component to the non-local transport term. This better simulates the vertical profiles as local and non-local mass fluxes are explicitly defined via a transilient matrix. The ACM2 scheme is available for use in the MM5 and WRF models.

Spectral closure methods also exist (e.g. Sukoriansky et al., 2005). In this type of scheme the diffusivity coefficients are derived using their spectral space representation. A subset of this type of parameterisation uses an quasi-normal scale elimination (QNSE) algorithm which maps the velocity and temperature fields in a quasi-Gaussian way using the Langevin equations (Sukoriansky et al., 2006). The scheme (Lock et al., 2000) used in the Met Office Unified model uses a combination of first order closure and non-local mixing schemes (see Section 1.5 for a full description of this scheme).

The impact of boundary-layer parameterisations

Extensive work has been done to test the impact of different boundary-layer formulations and it has been found that the scheme chosen can effect the timing and location of deep convection, the forecasting of tornadoes (Stensrud & Weiss, 2002; Hong et al., 2006), flash flood forecasting (Zampieri et al., 2005), the development of hurricanes (Powell, 1980; Nolan et al., 2009) and the climatology of the East Asian Monsoon (Hong, 2010).
A study by Hu et al. (2010) found that the main differences between the Mellor-Yamada-Janjic (MYJ), Yonsei University (YSU) and ACM2 schemes in the Weather Research and Forecast (WRF) model were the strength of vertical mixing and entrainment of air from above the boundary layer. The choice of scheme also impacts the peak surface temperature by up to 2 K and day-time wind speed by up to 2 m s\(^{-1}\). Zhang & Zheng (2004) found that the five schemes they tested in the MM5 model all correctly predicted the phase of the diurnal temperature variation but with different amplitudes (up to 4 K during the day). When considering day-time wind speed it was found it was generally underestimated by 2 m s\(^{-1}\) at the surface increasing to 3 m s\(^{-1}\) at 1 km. At night the low level jet strength is overestimated by up to 2 m s\(^{-1}\). A more recent study by Shin & Hong (2011) compared five different schemes in WRF against CASES-99 data found that the predicted surface temperature has a spread of 5 K during the day but converge to be within 1 K at night with a large (5 K) positive bias. Conversely the wind components diverge, by up to 2 m s\(^{-1}\), at night. The daytime divergence in thermodynamic variables was also found by Alapaty et al. (1997), with the largest differences observed during the growth of the mixed layer.

The GEWEX (Global Energy and Water cycle EXperiment) Atmospheric Boundary Layer Study (GABLS) has resulted in a number of single column model and LES intercomparison studies (Cuxart et al., 2006; Beare et al., 2006; Svensson et al., 2011; ?) focussed on the boundary layer. These inter-comparisons have highlighted the importance of the boundary layer parameterisation on surface temperature and winds. In general modelled surface temperature has a larger diurnal cycle amplitude than observations. This difference is partly due to modelled night-time surface temperatures being underpredicted, by up to 6 K in some instances. These low level temperature differences are related to differences in low-level stability which affects the turbulence and turbulent heat fluxes. The diurnal cycle in modelled wind speeds is too weak, by up to 2 m s\(^{-1}\). All the models used in the GABLS3 inter-comparison predicted a low-level jet however all of the models analysed under predicted the jet strength. The maximum underprediction was 5 m s\(^{-1}\). The parameterisation scheme chosen also has an impact on the growth and vertical structure of boundary layer. Night-time boundary-layer depths can be overpredicted by more than a factor of 2 which has consequences for turbulent mixing. During the day the differences tend to be smaller although there is still a large spread (up to 500 m in GABLS2 (Svensson et al., 2011).

A major factor in predicting the correct growth, diurnal cycle and cloud evolution is
the inclusion of a non-local mixing scheme and entrainment. A study using the second version of the NCAR Community Climate Model (CCM2) by Holtslag & Boville (1993) found that the non-local scheme they used transported moisture away from the surface more rapidly than the local scheme. The local scheme tended to saturate at the lowest model level unrealistically which leads to clouds too low in the atmosphere. Barrett et al. (2009) found that the best diurnal evolution of a stratocumulus topped boundary layer was given by models that included a non-local mixing scheme. Shin & Hong (2011) found that non-local schemes with entrainment are favourable in unstable conditions; however, they found local TKE closure schemes showed better performance at night.

In this section the impact of boundary-layer parameterisation in models has been discussed. The choice of boundary-layer parameterisation can have a large impact on the diurnal cycle meteorological fields, such as temperature, wind speed and mixing height, as well as forecasting extreme events. In turn these differences would have an impact on the dispersion of pollutants in a CTM and therefore air quality forecasts. To achieve the best possible air quality forecast the best boundary-layer parameterisation must be used.

1.5 The Met Office boundary-layer parameterisation scheme

In this section the key features of the boundary-layer parameterisation scheme implemented in the Met Office Unified Model is described. This model is focussed on as it is this boundary-layer scheme that will be evaluated in Chapter 3 using the algorithm developed in Chapter 2. A full description of the scheme can be found in Lock et al. (2000), Lock (2001) and Lock & Edwards (2011).

In the Met Office Unified Model (UM) parameterisation scheme, the boundary layer is divided into seven different categories (referred to as types) depending on the surface stability and capping cloud. Six of the seven types are depicted in Figure 1.5. The seventh type is known as shear dominated unstable layer and is diagnosed when wind-shear might allow deeper turbulent mixing in unstable boundary layers than is apparent purely from the thermodynamic profiles. This enhanced mixing may even be sufficient to inhibit the formulation of cumulus cloud.

The first decision made in the diagnosis of the boundary-layer type in the UM is the determination of the surface stability. This is based on the surface buoyancy flux $F_B$. 
Where unstable layers are found ($F_B > 0$), a moist parcel ascent is used to calculate the level of neutral buoyancy for surface based thermals ($z_{par}$). If the layer is well-mixed (i.e. cloud-free or stratocumulus topped), the boundary-layer top, $z_h$, is defined as the top of the parcel ascent, $z_{par}$. However, if cumulus convection is present, the boundary-layer scheme is capped at the cumulus cloud base ($z_h =$ lifting condensation level (LCL)).

In stable layers ($F_B < 0$), $z_h$ is defined where the bulk Richardson number (Equation 1.7) first becomes greater than one.

First-order K-closure is used to parameterise the turbulent fluxes in terms of local gradients and eddy diffusivities with non-local terms included which act only in unstable boundary layers:

$$\overline{\chi'w'} = -K_\chi \frac{\partial \chi}{\partial z} + K_{surf} \gamma_\chi,$$

where $\chi$ is a conserved scalar variable and $\gamma_\chi$ is the non-local counter gradient term.
which is included to maintain more well mixed potential temperature profiles. This follows earlier work by many including Holtslag & Moeng (1991); Holtslag & Boville (1993).

**Local turbulent eddy diffusivities**

The eddy diffusivities for momentum, \( K_m \), and scalars, \( K_h \), are given in terms of neutral mixing lengths, \( L_m^2 \) and \( L_h^2 \), which are defined as the typical vertical depth over which air parcels move before mixing with their surroundings:

\[
K_m = L_m^2 \left| \frac{\partial u}{\partial z} \right| f_m(Ri) \quad (1.2)
\]

\[
K_h = L_h L_m \left| \frac{\partial u}{\partial z} \right| f_h(Ri). \quad (1.3)
\]

Here \( L_m \) and \( L_h \) are given by the following, which are based on those used by Blackadar (1962),

\[
L_m = \frac{k(z + z_{0m})}{1 + k(z + z_{0m})/\lambda_m} \quad (1.4)
\]

\[
L_h = \frac{k(z + z_{0m})}{1 + k(z + z_{0m})/\lambda_h} \quad (1.5)
\]

where \( k \) is the von Karman constant (equal to 0.4) and \( z_{0m} \) is the roughness length for momentum including the orographic component. This formulation allows the mixing length to vary smoothly between \( kz \) in the surface layer and the asymptotic mixing length, \( \lambda_{m,h} \), in the rest of the boundary layer.

It is assumed that the vertical extent of the boundary layer limits this length scale and in this scheme it is limited by the asymptotic mixing lengths, \( \lambda_{m,h} \), given by

\[
\lambda_{m,h} = \max[40 \text{ m}, 0.15z_h]. \quad (1.6)
\]

Some other schemes use constant asymptotic lengths ranging from 30 m (Global Forecasting System: Holtslag & Boville, 1993; Hong & Pan, 1996) to 150 m (ECMWF: http://www.ecmwf.int/research/ifsdocs/CY28r1/Physics/Physics-04-04.html). Assuming a maximum model boundary-layer depth of 2 km, the possible values of \( \lambda_{m,h} \) in the Met Office scheme encompasses the values used by these other schemes. In the pre-
previous Met Office scheme (Smith, 1990) the asymptotic mixing lengths were proportional
to the boundary layer height and had no lower limit. The Meteo-France model uses
the Bougeault & Lacarrere (1989) mixing length formulation that is determined form the
potential upwards and downward displacements that parcels with the kinetic energy
equal to the turbulent kinetic energy at a specific accomplish before being stopped by
buoyancy effects.

\[ f_{m,h}(Ri) \] are the stability functions dependent on Richardson number. Richardson num-
ber is a local measure of stability and is defined as

\[ Ri = \frac{\Delta B/\Delta z}{(\Delta u/\Delta z)^2} \]  

where \( \Delta B \) is buoyancy production \((B = \frac{g \Delta \theta}{\Delta z})\). 

In stable conditions when \( Ri \) is greater than zero and boundary-layer type I or II is diag-
nosed, the ‘long-tailed’ functions are used:

\[ f_{m,h} = \frac{1}{1 + 10Ri} \]  

This function is determined by empirically fitting to experimental data. Similar functions
are used in the ECMWF and GFS models. Note that in stable conditions the non-local
term is not applied.

**Non-local turbulent eddy diffusivities**

When an unstable layer (types III–VII) is diagnosed the local mixing scheme does not
always produce enough mixing as in reality surface based thermals which are positively
buoyant rise throughout the depth of the boundary layer. This means the turbulent
fluxes are dependent more on the surface characteristics and depth of these large eddies,
than the local Richardson number. The eddy diffusivities are calculated in the following
way which is based on that proposed by Holtslag & Moeng (1991) adjusted to ensure it
matches the entrainment diffusivity at the boundary-layer top:

\[ K_{\text{surf}} = k(u^3 + w^3)^{1/3} z \left( 1 - \mathcal{E}^{\text{fr} \nabla} \left( \frac{z}{z_h} \right) \right)^2 \]  

\[ K_{h} = K_{\text{surf}} / \text{Pr} \]  

where \( u_* \) is the friction velocity, \( \mathcal{E}^{\text{fr} \nabla} \) is a factor to ensure that the diffusivities tend to
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the entrainment eddy diffusivities as \( z \) tends to \( z_h \), and \( Pr \) is the turbulent Prandtl number, defined as the ratio of the eddy diffusivities for momentum and heat (\( K_{surf}^h / K_{surf}^h \)).

\( w_s \) is a vertical velocity scaling, defined as

\[
\begin{align*}
w_s^3 &= \begin{cases} 
2.5\frac{z}{z_h}w_s^3 & \text{for } z < 0.1z_h \\
0.25w_s^3 & \text{for } z \geq 0.1z_h
\end{cases},
\end{align*}
\]

(1.11)

where \( z < 0.1z_h \) is the definition of the surface layer and \( w_s \) is the convective velocity scale for a cloud-free convective boundary layer. In these unstable cases \( Ri < 0 \) and the stability functions given by

\[
f_{m,h} = 1 - \frac{g_0 Ri}{1 + D_{m,h}(L_m / L_h)|Ri|^{1/2}},
\]

(1.12)

where \( g_0 = 10, D_m = 2.5 \) and \( D_h = 0.4 \). As for the stable case, this function is derived by fitting to experimental data.

The boundary-layer type diagnosis is also dependent on the type of capping cloud that is present. If cumulus cloud is diagnosed, types V or VI, then the boundary-layer scheme is capped at the cumulus cloud base and the convection within the cloud is treated entirely by the convection scheme. Stratocumulus-capped boundary layers have turbulence driven from the cloud top downwards due to cloud-top radiative cooling in a similar manner to surface-driven turbulence in unstable boundary layers. Therefore this turbulence is parameterised in much the same way. Non-local stratocumulus eddy diffusivities, \( K_{m}^{sc} \) and \( K_{h}^{sc} \), are defined as

\[
K_{m}^{sc} = 0.63kV_{sc}\frac{z'}{z_{ml}}^2 \left( 1 - \frac{z'}{z_{ml}} \right)^{0.8}
\]

(1.13)

\[
K_{h}^{sc} = \frac{K_{m}^{sc}}{Pr}
\]

(1.14)

where the superscript “sc” indicates that these eddy diffusivities are parameterising turbulent mixing driven from the stratocumulus cloud top. \( z' \) is the height above cloud base, \( z_{ml} \) is the cloud depth and \( V_{sc} \) is a scaling velocity. The shape of this profile was determined by fitting to large-eddy simulations of the stratocumulus-topped boundary layer.

The three components of diffusivity are combined in the following way:

\[
K_h = \max[(K_h^{surf} + K_h^{sc}), K_h(Ri)].
\]

(1.15)
This means that the local scheme provides the “minimum possible mixing” in unstable conditions.

**Entrainment**

The scheme contains an explicit entrainment parameterisation in terms of an entrainment velocity, $w_e$, as described by Lock (2001). Entrainment is the mechanism by which warm, dry air is carried from the free troposphere into the boundary layer by convective plumes that overshoot their level of neutral buoyancy. As this air sinks back into the mixed layer, it carries with it some of the warmer air from above. This appears as a heat-flux, $H|_{z_h}$, at the top of the boundary-layer. The descending air can also carry moisture and momentum from the troposphere into the boundary layer. For scalar variables, the entrainment fluxes are specified explicitly. It is assumed that the entrainment fluxes reduce from their maximum at $z = z_h$ to zero at $z = h$, a small distance above. The fluxes are then proportional to the change in a quantity between $z_h$ and $h$:

$$H|_{z_h} = -w_e \Delta \theta + F_{net}$$  \hspace{1cm} (1.16)

$$\overline{w'q'}|_{z_h} = -w_e \Delta q,$$  \hspace{1cm} (1.17)

where $F_{net}$ is the net radiation at $z_h$. Entrainment fluxes for momentum are specified through eddy-diffusivities:

$$K_h|_{z_h} = w_e \Delta z$$  \hspace{1cm} (1.18)

$$K_m|_{z_h} = Pr K_h|_{z_h},$$  \hspace{1cm} (1.19)

where $\Delta z$ is the distance between the two model theta-levels either side of $z_h$. Further details of the boundary-layer scheme can be found in Lock & Edwards (2011); this includes a detailed description of the surface layer parameterisation.

There are many aspects of this scheme that could be investigated. In this thesis the boundary-layer scheme will be evaluated by focussing on the when each of the types is diagnosed and therefore when each each of the mixing schemes is applied.

### 1.6 Observations of the atmospheric boundary layer

There are many ways to observe the turbulent atmospheric boundary layer. These include in-situ measurements made on towers, tethered balloons and aircraft measure-
ments and measurements made by remote sensing devices such as lidars, radars and wind profilers. Remote sensing measurements have an advantage over in-situ measurements as they can simultaneously sample many heights in the atmosphere. In this thesis the instruments focussed on are the Doppler lidar and sonic anemometer. In the following sections these two instruments are described and their possible applications are discussed.

1.6.1 The Doppler lidar

A lidar is a remote sensing instrument that can give high spatial and temporal resolution measurements of the atmosphere. A lidar works using the same principles as a radar, transmitting a pulse of radiation and waiting for the return signal from targets in the atmosphere. Instead of using radiation in the radio part of the electromagnetic spectrum, as in radar, lidars use light. The exact wavelength used depends on the application, range required and the availability and affordability of a laser source at the wavelength required. The first use of using beams of light to observe the atmosphere was in pre-laser times and consisted of shining searchlight beams through a telescope to try and determine profiles of air density (Weitkamp, 2005). As early as 1938 pulses of light were used for the first time to measure cloud-base heights. There was rapid developments in lidar technology in the 1960s due to the invention of the laser. Since then lidar developments have been closely linked to the progress in optical and electronic technology.

The basic lidar setup consists of a transmitter and a receiver. The transmitter sends out a coherent pulse of light into the atmosphere. This light is scattered by particles in the atmosphere (e.g. aerosol or water droplets). As the wavelength is much shorter than the size of cloud particles the scattering follows Mie and geometric optics approximation. This scattered light is detected by the instrument receiver. The power received by the lidar, $P_R$, is given by

$$P_R = P_T \frac{C_{\text{lidar}}}{r^2} \beta(r, \lambda) \exp \left[ -2 \int_0^r \alpha(r, \lambda) dr \right], \quad (1.20)$$

where $P_T$ is the transmitted power, $C_{\text{lidar}}$ is constant dependent on the lidar hardware such as the pulse length and area of the primary optics receiver, $r$ is the range from the instrument, $\beta(r, \lambda)$ is the backscatter coefficient and $\lambda$ is the wavelength of the lidar. The exponential term relates to the extinction of the lidar signal as it passes through the atmosphere (Weitkamp, 2005). It is a function of the range, $r$, and wavelength, $\lambda$, and is
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quantified by the extinction coefficient, $\alpha$, which is defined as

$$\alpha(r, \lambda) = \frac{1}{V} \sum_V \sigma_{\text{ext}}(\lambda),$$

(1.21)

where $\sigma_{\text{ext}}$ is the extinction cross section of an individual particle. To be able to compare values of return power independent of the lidar hardware attenuated backscatter, $\beta'$ is defined as

$$\beta'(r, \lambda) = \beta(r, \lambda) \exp \left[ -2\eta \int_0^r \alpha(r, \lambda) dr \right],$$

(1.22)

where $\eta$ is an additional term included to account for multiple scattering of the lidar beam, following Platt (1973). The units of attenuated backscatter are $\text{sr}^{-1}\text{m}^{-1}$.

The lidar used in this study is a heterodyne Doppler lidar with a wavelength of 1.5 $\mu$m. Doppler lidars were first developed in the 1970s to detect clear-air turbulence (Weaver et al., 1981). They detect the change in frequency of the backscattered radiation compared to the frequency of the radiation emitted. This difference is proportional to the relative speed between the target and receiver. A study by Abshire et al. (1974) found significant Doppler returns from snow and rain but it was not until the 1980s that a Doppler lidar was trialled on a NASA test aircraft (Menzies & Hardesty, 1989). Doppler lidar systems are now commercially available (e.g., Pearson et al., 2008). The heterodyne refers to the detection technique used. The detected backscatter signal is mixed with radiation from a local optical oscillator which gives a high tolerance to background light and the independence of temperature and all properties of the optical components of the system (Werner, 2005). Despite the sophistication of these heterodyne systems, and their need for fast detection devices and ultra-stable, high-power lasers, the cost of a Doppler lidar has dramatically decreased over the last 10 years. This is due to the availability of cheap components related to advances in telecommunications.

1.6.1.1 Uses of Doppler lidar

Lidars are useful for analysing the structure of the boundary layer due to their ability to sample at many levels throughout the lower atmosphere at a high temporal resolution (order seconds) and to record data over long time periods (order years). Due to the high temporal resolution of the lidar data it is possible to observe turbulent processes and the diurnal cycle of the boundary layer. Many studies have used ground-based and airborne lidars to diagnose boundary-layer depth (e.g. Pul et al., 1994; Steyn et al., 1999; Davis
et al., 2000; Mok & Rudowicz, 2004; Davies et al., 2007; Pearson et al., 2010; Barlow et al., 2011) and retrieve profiles of wind and temperature throughout the lower atmosphere (Newsom et al., 2005). Data from the Lidars-In-Flat-Terrain (LIFT) experiment (Cohn et al., 1998) have been used to determine the vertical velocity, and its higher order moments (variance, skewness and kurtosis) from Doppler lidar measurements (Lenschow et al., 2012). Lothon et al. (2006, 2009) used these data to calculate the integral scale and coherence of vertical velocity, turbulent kinetic energy dissipation rates, spectra and the ratio of surface sensible heat flux to entrainment heat flux. Furthermore a study by Hogan et al. (2009a) showed that vertical velocity skewness derived from Doppler lidar can be used to diagnose the source of turbulence (surface driven or cloud-top driven). These studies show that Doppler lidars are a tool that can be used to obtain long-term turbulence statistics throughout the depth of the boundary layer and thus be used for evaluation of model parameterisation schemes.

Other types of lidar have also been used to study the passage of fronts (e.g. Melfi et al., 1989) and hurricanes (e.g. Kovacs & McCormick, 2003), to monitor stratospheric ozone (e.g. Donovan et al., 1995) and to make measurements of planar ice crystals falling from supercooled layer clouds (Westbrook et al., 2010). Commercially available lidars are eyesafe and easily portable thus making it possible to site them in complex environments, such as cities (Barlow et al., 2011), rainforests (Pearson et al., 2010) and on satellites (e.g. Stensrud & Weiss, 2002).

In this thesis observations from a ground-based Doppler lidar are used to diagnose hourly values of boundary-layer type. This is done by determining the boundary-layer depth, using a technique similar to that used by Flamant et al. (1997), the number of cloud layers present, vertical velocity skewness and variance.

1.6.2 The sonic anemometer

The sonic anemometer is a commercially available instrument which is the modern day equivalent of a small propeller type air meter and swinging plate anemometer and bi-vane attached to a recording pen that were used to measure turbulence in 1930 (Kaimal & Finnigan, 1994). The sonic anemometer as we know it is due to the advent of fast-response sensors and digital computing and was first used in the Kansas Experiment in 1968 (Haugen et al., 1971). It records in-situ high temporal resolution temperature ($T$), horizontal and vertical wind components ($u$, $v$ and $w$), carbon dioxide and water vapour
concentration data. These data can be decomposed into a mean and turbulent part (e.g. for variable \( a \), \( a = \bar{a} + a' \) where \( \bar{a} \) is the mean and \( a' \) is the turbulent contribution) as first proposed by Reynolds (1895). By definition the fluctuations average to zero (\( a' = 0 \)) but when two fluctuating quantities are multiplied together a covariance term remains. For example,

\[
ab = (\bar{a} + a') (\bar{b} + b') = \bar{ab} + \bar{a'b'} + a'b + a' b'. \tag{1.23}
\]

When the average of \( ab \) is taken \( \bar{ab} \) and \( a'b \) average to zero so

\[
\bar{ab} = \bar{a'b'}. \tag{1.24}
\]

The surface sensible heat flux, \( H \), is the flux of energy transferred between the surface and adjacent air due to the temperature gradient between them and will be used in this thesis to determine the surface stability of the boundary layer. It can be derived using Reynolds decomposition in the following way:

\[
H = \rho C_p \bar{w} \bar{\theta},
\]

\[
= \rho C_p (\bar{w} + w') (\bar{\theta} + \theta'),
\]

\[
= \rho C_p (\bar{w}\bar{\theta} + \bar{w}\theta' + w'\bar{\theta} + w'\theta'),
\]

where \( \rho \) is the density of dry air (which is assumed to be constant) and \( C_p \) is the specific heat capacity of air. It is assumed that the mean vertical flow is negligible and thus the equation simplifies to

\[
H = \rho C_p (\bar{w}' \bar{\theta}'). \tag{1.25}
\]

Note that when using this technique all trends from the timeseries being used must be removed before calculating the turbulent component. The temperature timeseries used is the sonic temperature not the absolute temperature. The sonic temperature is sensed along the same path as the vertical velocity, \( w \), and although it is affected by humidity fluctuations and normal wind components, these errors are negligible when temperature fluctuations are large. Absolute temperature can be measured by co-located fine-wire thermocouples or platinum resistance thermometers however these instruments are vulnerable to damage from wind, rain and flying debris and contamination of the sensing element can effect the systems time constant (Kaimal & Finnigan, 1994). Also, the averaging time must be chosen carefully; it must be long enough to sample the largest scales of the turbulence but also must satisfy the assumption of boundary layer station-
1.7 Thesis questions and outline

The original work in this thesis is split naturally into three chapters, Chapters 2–4. The subject matter of each chapter is fairly distinct and as such each chapter includes its own introduction section, a section reviewing previous work on the subject and a short discussion section. There is also a final discussion and future work chapter, Chapter 5.

1.7.1 Key scientific questions

There are four key scientific questions that this thesis sets out to answer.

1. How can boundary-layer type be diagnosed from remote sensing measurements?
   This question is addressed in the first work chapter, Chapter 2, where a novel method for diagnosing observational type using a Doppler lidar and a sonic anemometer is presented. Case study days are discussed to illustrate the new technique along with a three-year climatology of boundary layer type over Chilbolton in Hampshire. Also shown are the most common boundary-layer type diurnal transitions.

2. How well does the Met Office model compare with observations of observed boundary-layer type over Chilbolton?
   In Chapter 3 the observational boundary-layer type time series created in Chapter 2 is compared to the boundary-layer type forecast by the Met Office model. This is done climatologically, comparing two years of observations and model data, and using a skill score which assesses the model’s ability to predict the correct boundary-layer type at the correct time. The boundary-layer type diagnosis can be split into five different decisions each relating to different processes occurring the boundary layer. The skill of each of these decisions is assessed using the Symmetric Extremal Dependence Index (SEDI) verification measure.

3. To what extent does the skill of a forecast of boundary-layer type vary with leadtime and model resolution?
   This question is also addressed in Chapter 3. It again uses the observationally diagnosed timeseries of boundary-layer type but this time assessing the
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skill at forecast leadtimes from 0–36 hours for both the UK Met Office 4 km an 12 km models using the SEDI score.

4. To what extent does the diagnosis of boundary-layer type affect the vertical distribution of pollutants? In the final work chapter, Chapter 4, the impact of diagnosing a certain boundary-layer type on the vertical distribution of pollutant is investigated. This is done using idealised single column model experiments to assess the effect of mixing associated with stratocumulus and cumulus cloud and entrainment. The impact of pollutant life time is also investigated.
Chapter 2

Can Doppler lidar be used to diagnose boundary-layer type?

This chapter introduces a new method of classifying the boundary layer into different types using Doppler lidar measurements. First the three case studies are presented. This is followed by a full description of the method. A climatology of boundary-layer type over Chilbolton, Hampshire is shown before considering the most common boundary-layer type transitions.

2.1 Introduction

Boundary-layer mixing is a highly turbulent, complex and continually evolving process. One method of understanding this evolution is to classify the boundary layer, at any given time, into a reduced set of types. Observationally the boundary layer is often classified subjectively using stability and the presence of convection (e.g. Clarke, 1970). These observational classifications, as well as being subjective, have previously only been applied over a short time period or on a case study basis. Examples of this include The Stable Atmospheric Boundary-Layer Experiment in Spain (SABLES 98, Cuxart et al., 2000) where two nocturnal periods were analysed, and the Cooperative Atmosphere-Surface Exchange Study (CASES-99, Poulos et al., 2002) where 30 days of data were analysed.

In weather forecast and climate models boundary-layer mixing is parameterised. In order to determine which mixing scheme to apply at a given time, the boundary layer can be classified into types. This classification may be used to determine whether a local or
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A non-local scheme is applied and whether to apply a cloud-top entrainment parameterisation, or whether to apply a shallow cumulus scheme. One such explicit classification scheme is the one currently used by the UK Met Office (Lock et al., 2000), but most other schemes contain several switches that combine to give a similar result. A long-term observational dataset of boundary-layer type would enable model parameterisations to be rigorously evaluated. It could be used to investigate the impact of cloud presence and distribution on how the state of the boundary layer can affect the transport of moisture and tracer.

Remote sensing techniques, in particular lidar, are very useful for analysing the structure of the boundary layer due to their ability to sample at many levels throughout the lower atmosphere and to record data over long time periods. As such, numerous previous studies have used ground-based and airborne lidars to diagnose boundary-layer depth (e.g. Steyn et al., 1999; Davis et al., 2000; Mok & Rudowicz, 2004; Davies et al., 2007; Pearson et al., 2010; Barlow et al., 2011), determine the vertical velocity, and its higher order moments from Doppler lidar measurements (Lothon et al., 2009; Lenschow et al., 2012) and retrieve profiles of wind and temperature throughout the lower atmosphere (Newsom et al., 2005).

In this chapter it is demonstrated how quantities derived from a continuously operating, vertically pointing Doppler lidar, specifically the backscatter coefficient, the vertical velocity skewness and the vertical velocity variance, combined with surface flux measurements from a sonic anemometer, can be used to classify the boundary layer into types similar to those outlined in Lock et al. (2000). Finally a three-year climatological study of boundary-layer type is presented using data from the Chilbolton Atmospheric Observatory in Southern England.

The Chapter is organised as follows. In Section 2.2 the new method of deriving boundary-layer type from Doppler lidar and sonic anemometer is described. Also in Section 2.2, case studies are presented to demonstrate the performance of the method for a cumulus-topped boundary layer, a stratocumulus-topped boundary layer plus a more complex case representative of a day that does not follow the classical evolution of the boundary layer. In Section 2.3, the three-year study of boundary-layer types is presented before the most probable boundary-layer type transition sequences are discussed. The code used to produce the following analysis is available at www.met.reading.ac.uk/py904867/research/BL_type_diagnosis.html.
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2.2 Method and case studies

The algorithm presented here classifies the boundary layer into nine types using observations from a Doppler lidar, in a vertically pointing configuration, and a sonic anemometer. The nine types diagnosed in the algorithm are based on the six types described in Lock et al. (2000) with their type I (stable) split into three types (Ia, Ib and Ic) and their type III (well mixed) split into two types (IIIa and IIIb), based on the presence of cloud and the number of cloud layers present. Figure 2.1 is a conceptual depiction of the nine boundary-layer types that are diagnosed here. It summarises the stability of the surface layer, the cloud type, where turbulence is being driven from (surface or cloud top), the depth of penetration of cloud-top driven turbulence and the number of cloud layers for each boundary-layer type.

The distinction between type IIIa (well mixed) and IIIb (stratocumulus-capped) is justified since many numerical weather prediction models, including the Met Office Unified Model, effectively distinguish between them by applying a cloud-top entrainment scheme only when cloud is present. Types Ia and Ib are the stable analogues of types IIIa and IIIb. Type Ic (forced cumulus under stratocumulus) is a type not considered in the Met Office scheme. It is a case where a decoupled layer of stratocumulus is present with a layer of cloud beneath. It is assumed that the lower level cloud was once surface-driven cumulus, but now the surface layer is stable. This type is most naturally grouped with type II but the Met Office scheme would most likely treat this as type I so here it is classed as a subset of type I to facilitate the model evaluation presented in Chapter 3.

2.2.1 Instrumentation and variables

The instruments used in this study are located at the Chilbolton Facility for Atmospheric and Radio Research (CFARR) in southern England (51°09’N, 01°26’W). The lidar used is a HALO photonics 1.5 µm heterodyne Doppler lidar (Pearson et al., 2008) which records vertical profiles of attenuated backscatter coefficient, $\beta$, and Doppler velocity, $w$, once a minute and is sensitive to both cloud and aerosol. The lidar has a range-gate spacing of 36 m.

There are many different definitions of boundary-layer depth and methods to determine it using remote sensing instruments in the literature (Endlich et al., 1979; Flamant et al., 1997; Steyn et al., 1999; Seibert et al., 2000; Davis et al., 2000; Hennemuth & Lammert,
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Figure 2.1: Conceptual representation of the nine boundary-layer types. The upper dashed line indicates the top of the aerosol layer. The direction of the large thick black arrow indicates whether the cloud-base turbulence is being driven from either the surface (upward-pointing arrow) leading to positive vertical-velocity skewness or cloud top (downward-pointing arrow) leading to negative skewness. The lower dashed lines represent the depth to which turbulence driven by cloud top cooling reaches (for types II and IV only). The direction of the narrow arrow labelled $H$ indicates the sign of the sensible heat flux and the stability of the surface layer. The text in brackets are shortened descriptions of the boundary-layer types used in later figures and tables.

2006; Davies et al., 2007; Emeis et al., 2008). Here the boundary layer depth is determined using the attenuated backscatter coefficient. It is defined as the lowest height at which 80% of the lidar profiles within an hour have no detectable backscatter; this is similar to the gradient method for determining boundary-layer height (e.g. Flamant et al., 1997). This method has been used over other more sophisticated methods as only an hour-mean value is required. Note that as the lidar is sensitive to aerosol this definition actually estimates the aerosol depth, $h_{aer}$. During daylight hours $h_{aer}$ and other measures of boundary-layer height can be equivalent but during the night $h_{aer}$ gives a depth more representative of the residual layer rather than a measure of the depth of the stable boundary layer. Also, the lidar beam is rapidly attenuated by cloud, so in the presence of thick cloud $h_{aer}$ will be lower than cloud top.

The Doppler velocity, $w$, can be used to calculate both the vertical velocity variance,

$$\sigma_w^2 = \overline{w'^2}, \quad (2.1)$$

and the vertical velocity skewness,
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\[ s = \frac{\overline{w^3}}{\overline{w^2}}^{3/2}. \]  

(2.2)

Here the overbars denote both time and spatial means. Time means are two-hour averages centered on the hour of interest, calculated hourly. Spatial means are calculated over each set of three adjacent range gates (covering 108 m). These choices were made to increase the sample sizes for each observation whilst retaining sufficient temporal and spatial resolution. Together these quantities are used to determine both the cloud type, cumulus or stratocumulus, and also whether any cloud layers are decoupled from the surface. One use of the climatology produced by this algorithm will be to provide an observation-based data set that can be used to evaluate numerical weather prediction and climate models, and therefore the boundary-layer types diagnosed relate to the underlying physics that is affecting the boundary layer such as the turbulent kinetic energy budget or turbulent transport. This makes a skewness-based approach to the cumulus/stratocumulus distinction more attractive than just using a cloud fraction threshold.

The sonic anemometer used in this study is mounted at a height of 5 m above the ground and measures the three components of the wind and the sonic temperature at a rate of 20 Hz. Standard eddy-correlation techniques are used to estimate the hourly mean sensible heat flux, \[ H = \rho C_p \overline{w'T'}, \] where \( \rho \) is the density of air, \( C_p \) is the specific heat capacity of dry air, \( w' \) is the fluctuation of the vertical velocity from its detrended hourly-mean value and \( T' \) is the fluctuation of the sonic temperature (equivalent to the virtual temperature, not true air temperature) from its detrended hourly-mean value. The hour-mean sensible heat flux is used to determine the stability of the surface layer. It should be noted that in principle this method would work with any Doppler lidar and sonic anemometer.

### 2.2.2 Probability calculation

In practice, each of these quantities are calculated from finite samples of data and therefore have associated sampling uncertainties. As a result, the algorithm presented here is probabilistic; for each hour of observational data a probability is assigned to each boundary-layer type rather than deterministically producing the most likely type. Figure 2.2 shows the decision path taken to diagnose each boundary-layer type, and the probabilities outlined in Table 2.1. Table 2.1 also shows the observed variable that each probability is based on.
Table 2.1: Definition of probabilities calculated by the algorithm and the variable each probability is based on.

<table>
<thead>
<tr>
<th>Probability</th>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_c$</td>
<td>$\beta$</td>
<td>probability of the presence of boundary-layer cloud (0 or 1)</td>
</tr>
<tr>
<td>$p_{st}$</td>
<td>$H$</td>
<td>probability of the surface layer being stable ($H &lt; 0$)</td>
</tr>
<tr>
<td>$p_{sk}$</td>
<td>$s$</td>
<td>probability of mixing driven by cloud top-cooling being present in the top third of the boundary layer ($s &lt; 0$)</td>
</tr>
<tr>
<td>$p_{var}$</td>
<td>$\sigma_w^2$</td>
<td>probability of significant turbulence being present in the top third of the boundary layer ($\sigma_w^2 &gt; 0.1 \text{ m}^2\text{s}^{-2}$)</td>
</tr>
<tr>
<td>$p_{de}$</td>
<td>$\sigma_w^2$</td>
<td>probability of the cloud layer being decoupled</td>
</tr>
<tr>
<td>$p_{2lay}$</td>
<td>$\beta$</td>
<td>probability of two cloud layers being present</td>
</tr>
</tbody>
</table>

The use of this probabilistic approach gives information on the significance of the most likely type diagnosed, and in particular highlights when there is uncertainty in the type diagnosed. In addition it reduces the dependence of our results on arbitrary thresholds, although it does not eliminate them. If the number of independent samples of a particular variable $X$ is large enough then, using the central limit theorem, the probability of the mean value of $X$ being less than a threshold value, $\chi$, is given by the normal cumulative distribution function

$$p_X = 0.5 \left[ 1 + \text{erf} \left( \frac{z}{\sqrt{2}} \right) \right],$$  \hspace{1cm} (2.3)

where

$$z = \frac{X - \bar{X}}{\Delta X}. \hspace{1cm} (2.4)$$

Figure 2.2: A schematic diagram illustrating the decisions made for each boundary-layer type depicted in 2.1 (circles) and its associated probability as described in Table 2.1.

It is assumed that the probability determined at each decision is independent of all other decisions. Table 2.2 shows how, based on Figure 2.2, the probabilities are multiplied to
give the overall probability for each boundary-layer type for each hour. For example the probability of the boundary layer being type V (decoupled stratocumulus over cumulus) is 

\[ p_c \times (1 - p_{st}) \times (1 - p_{sk}) \times p_{2lay} \]  

(probabilities defined in Table 2.1). Note that not all decisions are needed to determine each boundary-layer type. For example, if there is no cloud present \( p_c = 0 \) then the only possible types are Ia (Stable) and IIIa (Well mixed).

### Table 2.2: How the probabilities are combined to give overall boundary-layer type probability, where the probabilities are defined in Table 2.1.

<table>
<thead>
<tr>
<th>Boundary-Layer Type</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ia Stable</td>
<td>((1 - p_c)p_{st})</td>
</tr>
<tr>
<td>Ib Stable Sc</td>
<td>(p_c p_{st}(1 - p_{sk} p_{var}))</td>
</tr>
<tr>
<td>Ic Forced Cu u. Sc</td>
<td>(p_c p_{st} p_{sk} p_{var} p_{2lay})</td>
</tr>
<tr>
<td>II Stable u. Sc</td>
<td>(p_c p_{st} p_{sk} p_{var} (1 - p_{2lay}))</td>
</tr>
<tr>
<td>IIIa Well mixed</td>
<td>((1 - p_c)(1 - p_{st}))</td>
</tr>
<tr>
<td>IIIb Sc</td>
<td>(p_c (1 - p_{st} p_{sk}) [1 - p_{var} (1 - p_{de})])</td>
</tr>
<tr>
<td>IV Dec Sc</td>
<td>(p_c (1 - p_{st}) p_{sk} p_{var} (1 - p_{de}))</td>
</tr>
<tr>
<td>V Cu u. Sc</td>
<td>(p_c (1 - p_{st}) (1 - p_{sk}) p_{2lay})</td>
</tr>
<tr>
<td>VI Cu</td>
<td>(p_c (1 - p_{st}) (1 - p_{sk}) (1 - p_{2lay}))</td>
</tr>
</tbody>
</table>

### 2.2.3 Case studies

Here three case study days are presented. These are included to give confidence in the inferences from the observations and to aid the description of the method.

#### 2.2.3.1 Cumulus-topped boundary layer

Figure 2.3 shows the observations for a shallow cumulus-capped layer on 11 September 2009. The difference between the stable and unstable periods can be seen in all variables. The growth of the convective boundary layer throughout the morning is evident in both the backscatter and the standard deviation of the vertical velocity. Just after midday the turbulence driven by surface heating is associated with a skewness value of 1 (panel b) and a maximum vertical velocity standard deviation greater than 1 ms\(^{-1}\) (panel c).

The sensible heat flux peak is approximately 200 Wm\(^{-2}\) (panel d). In this case the clear sky stable boundary-layer type Ia is diagnosed until the sensible heat flux changes sign at 0800 UTC after which unstable types are diagnosed. Cloud appears at 0900 UTC and caps the boundary layer throughout its development until it disperses at 1800 UTC, although the boundary-layer type diagnosed is not cumulus (VI) until 1300 UTC due to the fraction of the hour that is cloudy being less than the threshold required by the
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The sensible heat flux changes back to negative values at 1800 UTC from which point boundary-layer type Ia is diagnosed indicating a stable surface layer and clear-sky conditions. Examples of raw vertical velocity measurements from similar days can be found in Hogan et al. (2009a). Table 2.3 shows the probability of each boundary-layer type for each hour on this day as derived by the algorithm. The most probable type is shaded in grey. In this straightforward case the most probable boundary-layer type has a probability of greater than 87% for all hours.

Figure 2.3: Observations taken on 11 September 2009: (a) attenuated lidar backscatter coefficient with the most probable boundary-layer type shown in Roman numerals, (b) 2-hourly mean standard deviation of vertical velocity, (c) 2-hourly mean skewness of vertical velocity, (d) hourly-mean surface sensible heat flux. In (a), (b) and (c) the solid black indicates the diagnosed boundary-layer and the dashed lines indicate the diagnosed cloud bases.
Table 2.3: The probability of each boundary-layer type for each hour of 11 September 2009. Grey shading indicates the most probable type.

<table>
<thead>
<tr>
<th>Time</th>
<th>Ia</th>
<th>Ib</th>
<th>Ic</th>
<th>II</th>
<th>IIIa</th>
<th>IIIb</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.875</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0.875</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

2.2.3.2 Stratocumulus-topped boundary layer

Next a case where stratocumulus breaks up during the day to give a cumulus-capped boundary layer is considered. Figure 2.4 shows the observational data as in Figure 2.3 but from 18 October 2009. Turbulence driven by cloud-top cooling occurs between 0600 and 1000 UTC. This turbulence has a peak of vertical velocity standard deviation, $\sigma_w$, of approximately 0.5 ms$^{-1}$ and does not extend to the surface. This is similar to the signature of decoupled stratocumulus cloud observed by Hogan et al. (2009a). At 1100 UTC the turbulence driven from the cloud base reaches the surface and the cloud is no longer decoupled from the surface. Increased surface heating gives rise to an increase in surface-driven turbulence with a peak $\sigma_w$ of approximately 0.8 ms$^{-1}$ and positive vertical velocity skewness throughout the depth of the boundary layer until 1500 UTC when the sensible heat flux changes sign and the surface layer becomes stable. As expected this stability persists until the end of the day with cloudy boundary-layer types diagnosed. This cloud layer becomes decoupled from 1700 UTC onwards due to turbulence generated by cloud-top cooling. In this more complex case there are four hours in which the most probable boundary-layer type has a probability of less than 60% (Table 2.4).

Table 2.4: As Table 2.3 but for 18 October 2009.

<table>
<thead>
<tr>
<th>Time</th>
<th>Ia</th>
<th>Ib</th>
<th>Ic</th>
<th>II</th>
<th>IIIa</th>
<th>IIIb</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.959</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0.917</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

2.2.3.3 A more complex day

Figure 2.5 shows the same as Figure 2.3 but for 4 July 2009. This case has been included as it is an example of a more complex day when the “textbook” boundary layer evolution is not as evident. It also includes boundary-layer type V (cumulus under stratocumulus) at 1000 and 1200 UTC, when more than one cloud layer is observed. At 1200 UTC positive vertical velocity skewness can be seen up to a height of approximately 500 m
beneath a cloud layer which is indicative of cumulus cloud; however, above the cloud at 1 km there is a shallow layer, approximately 200 m thick, of negative vertical velocity skewness beneath another cloud layer which is indicative of stratocumulus cloud, hence the diagnosis of cumulus under decoupled stratocumulus. This boundary-layer type is common over the ocean (Norris, 1998), but there have been no long term studies of this boundary-layer type over land to evaluate its frequency. In this case there are three hours in which the most probable boundary-layer type has a probability of less than 50% (Table 2.5). Note that no boundary-layer type was diagnosed at 0300 or 0400 UTC as the cloud base is below the first range gate of the lidar during those times and therefore there was no skewness or variance information to base the diagnosis on.
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2.2.4 The algorithm in detail

Here each decision in the algorithm, as shown in Figure 2.2, is discussed and justified.

![Figure 2.5: As Figure 2.3, but for 4 July 2009.](image)

![Table 2.5: As Table 2.3 but for 4 July 2009.](table)
2.2.4.1 Presence of cloud

All clouds below $h_{aer}$ are considered, by our definition, to be in the boundary layer and are therefore included in the diagnosis of the boundary-layer type. It is important to reiterate that $h_{aer}$ is actually a measure of the aerosol depth and is not necessarily equal to other measures of the boundary layer height in the literature. Cloud is considered to be present during a given hour if a cloud is detected for more than 5% of the hour-long window. The value of 5% was chosen as it is comparable to the cloud fraction of small cumulus clouds that need to be detected. The sensitivity to this threshold has been tested and Table 2.6 shows the percentage of cloudy and non-cloudy boundary-layer types diagnosed for a range of threshold values. When the threshold is increased to 10% approximately 3% of the boundary-layer types diagnosed change from cloudy to non-cloudy. If the threshold is removed completely approximately 4% of the types move from cloud-free to cloudy. The backscatter threshold used to identify cloud is $5 \times 10^{-5} \text{ m}^{-1} \text{sr}^{-1}$. This threshold is consistent with that used in other studies such as Hogan et al. (2004) and Westbrook et al. (2010). Note that $p_c$ can only have a value of 0 or 1 as it is the presence of cloud that is being determined, not the fraction of time a cloud is present. No error on cloud presence is determined as the difference in backscatter attenuation coefficient between cloud and aerosol is very large and therefore the error in detecting a cloud with the lidar is very small.

2.2.4.2 Stability

The stability of the surface layer is determined using the sign of the sensible heat flux, $H$. The probability of $H$ being negative, i.e. the surface layer being stable, $p_{st}$, is found by calculating the sampling error of $H$ using an autocorrelation method (Wilks, 1995) as follows.

<table>
<thead>
<tr>
<th>Cloud fraction threshold (%)</th>
<th>Cloudy types (%)</th>
<th>Non-cloudy types (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>58.21</td>
<td>41.79</td>
</tr>
<tr>
<td>5</td>
<td>54.91</td>
<td>45.09</td>
</tr>
<tr>
<td>10</td>
<td>52.03</td>
<td>47.97</td>
</tr>
<tr>
<td>20</td>
<td>47.73</td>
<td>52.27</td>
</tr>
<tr>
<td>50</td>
<td>37.48</td>
<td>62.52</td>
</tr>
</tbody>
</table>
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The autocorrelation function is defined as

\[
R(\tau) = \frac{1}{N \sigma_H^2} \sum_1^N H(t)H(t + \tau),
\]

where \( N \) is the number of samples of \( H \) in 1 hour and \( \tau \) is a time lag (Kaimal & Finnigan, 1994). The time to independence or integral time scale, \( \tau_{ind} \), of the autocorrelation function is then defined as

\[
\tau_{ind} = \tau^* \int_0^{\tau^*} R(\tau) \, d\tau
\]

where \( \tau^* \) is the smallest lag time such that \( R(\tau) = 0 \). Equation (2.6) is used to calculate the effective number of independent samples, \( N_i \), in the hour using the expression

\[
N_i = \frac{N \tau_0}{2 \tau_{ind}}
\]

where \( \tau_0 \) is the time between each sample, equal to 0.05 s for our instrument. The standard error of the hourly mean sensible heat flux measurement, \( \Delta \overline{H} \), is then determined using

\[
\Delta \overline{H} = \frac{\sigma_H}{\sqrt{N_i}}
\]

where \( \sigma_H \) denotes the standard deviation of the \( H \) measurements over the hour.

Due to the large number of independent samples, typically around 600, Equations 2.3 and 2.4 can be used to calculate the probability, \( p_{st} \), of a negative hourly-mean value of sensible flux with \( X \) replaced with \( H \) and threshold value \( \chi \) taken to be zero. Note that the probability of the surface layer being stable derived here is not sensitive to our choice of sonic temperature over true temperature.

### 2.2.4.3 Cloud type

The distinction between stratocumulus and cumulus is needed to distinguish between unstable types IIIb (Sc), IV (Dec Sc), V (Cu u. Sc) and VI (Cu), and stable types Ib (Stable St), Ic (Forced Cu u. Sc) and II (Stable u. Sc). The sign of the minimum of the vertical velocity skewness (see (2.2)), in the top third of the boundary layer indicates whether stratocumulus or cumulus cloud is present if it is assumed that in stratocumulus cloud turbulence is mostly driven from above the cloud through cloud-top cooling (negative skewness) and the turbulence associated with cumulus cloud is driven from the surface (positive skewness) (LeMone, 1990; Moeng & Rotunno, 1990; Moyer & Young, 1991;
Lothon et al., 2009; Hogan et al., 2009a).

An example of the difference between cumulus and stratocumulus skewness profiles is illustrated in Figure 2.4(c). Negative skewness can be seen in the top third of the boundary layer from 0600 UTC to 1000 UTC implying the dominance of turbulence driven by cloud top cooling and the presence of stratocumulus cloud. However, from 1100 UTC positive skewness can be seen, implying that surface driven turbulence becomes dominant and therefore the presence of cumulus cloud. Note that if the boundary layer is diagnosed as stable and two layers of cloud are present then only the skewness between the cloud layers is considered, as it is the type of the upper-level cloud that is of interest.

The probability of the minimum skewness in the top third of the boundary layer being negative, $p_{sk}$, is calculated using an autocorrelation method analogous to that described in Section 2.2.4.2. The standard error in the sample skewness, $\Delta s$, is given by

$$\Delta s = \sqrt{\frac{6}{N_i}},$$  \hspace{1cm} (2.9)

(Tabachnick & Fidell, 1989). As before, it is assumed that the distribution is Gaussian, with $N_i$ in this case being approximately 60. The same method used to determine $p_{st}$ in Equations 2.3 and 2.4 is also used to calculate $p_{sk}$.

The vertical velocity variance is also used to determine cloud type as it is a proxy for the presence of turbulence. For cloud to be considered as stratocumulus rather than stratus, a significant amount of turbulence driven by cloud-top cooling by outgoing long-wave radiation is needed within and possibly below the cloud depending on the thickness of the cloud layer. The distinction between stratus and stratocumulus is important as stratus cloud will have no influence on the aerosol layer beneath but may have a similar skewness and backscatter profile. In this method a significant level of turbulence is defined as having maximum vertical velocity variance greater than $0.1 \text{ m}^2\text{s}^{-2}$, as observed by Albrecht et al. (1995), in the top third of the boundary layer or at the top of the first cloud layer. Sensitivity tests have been performed on this threshold value. The results of these are shown in Table 2.7. Reducing the threshold to $0.05 \text{ m}^2\text{s}^{-2}$ only changes the percentage of cases where stratocumulus cloud is diagnosed from 8.85% to 8.37%. A larger impact is seen when threshold was increased to $0.2 \text{ m}^2\text{s}^{-2}$ especially in the cases where the surface layer is stable.

The calculation of $p_{var}$ is the same as that for $p_{sk}$ except the standard error in variance
measurements, $\Delta w'^2$, is given by

$$\Delta w'^2 = \sigma_w^2 \times \sqrt{\frac{2}{N_i - 1}},$$  \hspace{1cm} (2.10)$$

(Spiegel & Stephens, 1998) and the threshold value in (2.4), $\chi$, is set to 0.1 m$^2$s$^{-2}$.

### 2.2.4.4 Decoupled stratocumulus

Figure 2.4 shows a case study day where the cloud layer evolves from decoupled to coupled. At 0900 UTC there is a layer of cloud diagnosed as stratocumulus due to negative skewness in the top third of the boundary layer and vertical velocity variance greater than 0.1 m$^2$s$^{-2}$ in the top third of the boundary layer. It is trivial to diagnose the layer as decoupled by eye as the turbulence below the cloud base does not reach the surface or the top of any turbulence driven by surface heating. At 1500 UTC on the same day the cloud layer still persists but the surface-driven turbulence reaches up to cloud base and thus the boundary layer is coupled. Again, by eye this diagnosis is trivial. However, in practice, implementing this decision as an objective algorithm is non-trivial.

One method of determining whether the cloud layer is decoupled is by considering the profiles of vertical velocity variance. In the case where the cloud layer is coupled with the surface it is expected that the vertical variance profile would have a maximum in the bottom half of the boundary layer. Associated with this a convex variance profile is expected, i.e. the variance profile to have a gradient that decreases with height in the lower half of the boundary layer (Lenschow et al., 1980; Sorbjan, 1989). On the contrary, if a layer is decoupled then a maximum in the vertical velocity variance profile in the top half of the boundary layer is expected which in turn will give a gradient that increases with height in the lower half of the boundary layer. These differences can be seen in Figure 2.6 (panels (a) and (c)) which shows the vertical profiles of two-hour mean vertical

<table>
<thead>
<tr>
<th>Variance threshold (m$^2$s$^{-2}$)</th>
<th>Types Ic and II (%)</th>
<th>Type IV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>18.62</td>
<td>8.37</td>
</tr>
<tr>
<td>0.1</td>
<td>17.65</td>
<td>8.85</td>
</tr>
<tr>
<td>0.2</td>
<td>14.09</td>
<td>7.87</td>
</tr>
<tr>
<td>0.3</td>
<td>11.08</td>
<td>6.83</td>
</tr>
</tbody>
</table>
velocity variance for 0900 UTC and 1400 UTC on the 18 October 2009. It is possible to classify the shape of the variance profile using its second derivative as this describes the change of gradient with height. As the vertical profiles of variance are noisy, one cannot simply use the numerical second derivative of the raw measurements so a quartic function is fitted to the observed profile and the second derivative of this quartic is used. This fit is shown in Figure 2.6 by a dashed line. Figure 2.6 panel (b) shows a decoupled case. The second derivative is positive at all but one range gate in the bottom half of the boundary layer and therefore the boundary layer is diagnosed as decoupled. Figure 2.6 panel (d) shows the same plot but in this case the second derivative is negative in the bottom half of the boundary layer and thus the boundary layer is diagnosed as coupled.

The probability of this second derivative being negative is calculated at the height of maximum curvature of vertical velocity variance in the lower half of the boundary layer, indicated by a black circle in Figure 2.6(b) and (d), the error covariance matrix of the coefficients of the quartic fit is used to compute the standard error of the second derivative. As before, the distribution is assumed to be Gaussian and therefore the probability, \( p_{de} \), that the second derivative of the variance is negative in \( 0 < z < h/2 \), can be calculated using the same method as Sections 2.2.4.2 and 2.2.4.3, which can be equated to the probability the boundary layer is coupled. Where there is insufficient data to perform the quartic fit \( p_{de} \) is set to 0.5.

**2.2.4.5 Number of cloud layers present**

Finally, the number of cloud layers present during the hour is estimated directly from the lidar backscatter data. The lidar beam is rapidly attenuated by cloud and therefore have little information about the depth of the clouds or whether there are multiple cloud layers in a single profile. However, it is possible to use an hour of backscatter profiles from the lidar to determine whether shallow cumulus cloud is present under a stratocumulus layer (types Ic and V). The probability of two or more cloud layers being present in a given hour is estimated by first splitting the hour into three 20 minute windows. The height at which cloud is identified in each lidar profile is found in the first window. These heights are then binned into intervals of 108 m, 3 lidar range gates, and a pdf of these heights is created. Independent cloud layers are identified as peaks in the pdf separated by at least one bin where the probability of cloud is less than 5%. This threshold is used to ensure that ascending or descending layer clouds (e.g. in the vicinity of fronts)
are not diagnosed as multiple layers. The same process is repeated on the remaining two windows (Figure 2.7). The probability of two or more layers of cloud being present, \( p_{2\text{lay}} \), is the number of 20-minute windows with two or more layers divided by three, the number of 20-minute windows considered. This probability is only used to distinguish
between stable boundary-layer types Ib and Ic and unstable types V and VI.

Figure 2.7: (a) Cloud base height distributions for 1130–1230 UTC on 4 July 2009 (shown in Figure 2.5) at which time $p_{2\text{lay}} = 1$ (two cloud layers present). (b) Cloud base height distributions for 1430–1530 UTC on 4 July 2009 at which time $p_{2\text{lay}} = 0$ (one cloud layer present). A full description can be found in Section 2.2.4.5.

### 2.2.5 Additional constraints

As with all observational techniques there are limitations in the case of missing data. Firstly, for a boundary-layer type to be diagnosed, it is stipulated that more than 90% of the sonic anemometer and 50% of the lidar data must be available for each hour. The three lowest lidar range gates are removed as they are unreliable. Therefore the minimum detectable height of the lidar is 108 m. If the aerosol depth is found to be below 270 m (the 4th range gate) then boundary-layer type is not diagnosed as there are no measurements of below cloud vertical velocity skewness and variance measurements to base the decision on. If the cloud base is diagnosed to be below 270 m then boundary-layer type is diagnosed as type Ib or IIIb with the probability of each type being based in the probability of the surface layer being stable. This is imposed as in this situation there is only one lidar gate of information about the vertical velocity skewness and variance to base the decision on. Also, the type is not diagnosed when rain is recorded at Chilbolton. This is due to the lidar retrieval being unreliable when it is raining. Table 2.8 shows the number of hours each of the above constraints effect in the three year data set considered in this study 62.38% of hours are diagnosed. Within the hours that have a boundary-layer
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type diagnose there are situations that cannot be easily categorised into one of the nine types shown in Figure 2.1. In these circumstances the most probable boundary-layer type can have a probability as low as 40%.

2.3 Results

The probabilistic algorithm has been applied to 3 years of lidar and sonic anemometer data, 1 June 2008 to 31 May 2011, from Chilbolton. This has been used to produce a long-term statistical analysis of boundary-layer type derived from observations. The distribution of boundary-layer types throughout this period is shown in Figure 2.8. This distribution is created by summing the probabilities of each type for each hour and then dividing by the total number of hours diagnosed. Overall, it can be seen that the most frequently occurring boundary-layer type is stable with clear skies (30.0%). The most frequently occurring unstable type is well mixed with no cloud (15.4%), followed by decoupled stratocumulus (10.3%). Cumulus under stratocumulus, little studied over land, occurs during 1.0% of the period studied. The distribution of types between stable and unstable is similar to that found by Luna & Church (1972) which classifies the boundary layer according to Pasquill stability classes at a single site in Augusta, Georgia. The percentage occurrence of cumulus and stratocumulus cloud is in broad agreement that found over the Southern Great Plains (Lazarus et al., 2000 and Kollias et al., 2007) and all land averaged between 50 and 60°N (Hahn et al., 1990).

The observed time series of boundary-layer type can be split both into seasons and time of day. This is shown in Figure 2.9; note all times are UTC. A clear diurnal and seasonal cycle is present in the boundary-layer types. As expected the boundary layer is nearly always stable in the hours of darkness and in the spring and summer nearly always unstable in daylight thus winter has a much shorter period of unstable boundary-layer types than the summer. This supports the study by Liu & Liang (2010) which classified

<table>
<thead>
<tr>
<th>Number of hours</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>With rain</td>
<td>5560</td>
</tr>
<tr>
<td>With missing missing sonic anemometer data</td>
<td>3663</td>
</tr>
<tr>
<td>With missing lidar data</td>
<td>502</td>
</tr>
<tr>
<td>With (h_{\text{aer}}) less than 270m</td>
<td>159</td>
</tr>
<tr>
<td>Diagnosed</td>
<td>16396</td>
</tr>
<tr>
<td><strong>Total in dataset</strong></td>
<td>26280</td>
</tr>
</tbody>
</table>
the boundary layer into three regimes, stable, neutral and unstable, using potential temperature profiles from radiosonde ascents from 14 different field campaigns around the world. For the land sites included in their study, they also found a much greater prevalence of unstable convective and neutral boundary layers between 09 UTC and 15 UTC (daylight hours) than during the hours of darkness.

As in the overall distribution the most common type in all seasons is type Ia (stable with

Figure 2.9: The diurnal distribution of boundary-layer types as a function of season (a) winter, (b) spring, (c) summer, (d) autumn.
no cloud). The occurrence of stable boundary-layer types Ia, Ib, Ic and II is much higher in the winter than the summer. Boundary-layer types V and VI, those with cumulus cloud, are more prevalent in the warm seasons as are types with stratiform cloud. Cumulus cloud was also found to be most common in warm seasons in the studies by Hahn et al. (1990), Lazarus et al. (2000) and Kollias et al. (2007) however they found that stratiform cloud was more prevalent in the cold seasons which contradicts the increase in the presence of stratiform cloud over the North Atlantic in warm seasons found by Klein & Hartmann (1993). Although the study presented here is over land, not ocean, and so a different cloud climatology might be expected. Cumulus cloud occurrence peaks at midday in the observations presented here. This agrees with Lazarus et al. (2000). Another feature to note is that stratocumulus-topped boundary layers occur more frequently in the afternoon, after 1200 UTC, in all seasons. This finding is also supported by Lazarus et al. (2000). The distribution found using the hourly probabilities is very similar to the distribution of the most common boundary-layer type (not presented here).

### 2.3.1 Most likely sequences of boundary-layer type

Another feature that can be studied is the most common sequence of boundary-layer type throughout the day. As there are 9 possible types and 24 hours in a day to transition from there are too many possible combinations to consider the complete diurnal cycle. By taking the most probable boundary-layer type at five representative times throughout the day it is possible to deduce the most likely evolution of boundary-layer type through the day and whether they concur with the “textbook” evolution of a stable nocturnal boundary layer, with a well mixed convective boundary layer growing after sunrise and cumulus cloud developing as the convective boundary layer grows (Stull, 1988 and Garratt, 1992). Table 2.9 shows the 20 most common combinations of boundary-layer type, using the most probable type at 0300, 0900, 1200, 1500 and 2100 UTC, along with their frequency of occurrence. Note that only days with boundary layers diagnosed at all these times are included in this analysis. For the period considered here the number of days used is 807. The distribution of boundary-layer types for this reduced period is shown in Figure 2.10.

The most common “day” is that of no cloud with the stability changing from stable to unstable during daylight hours. Even though cloud is common over the UK, this transitional pattern occurs 6.4% of the time, which equates to 52 days in our 3-year dataset.
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Figure 2.10: The probability distribution of boundary-layer types diagnosed on the days considered in the most likely sequences of boundary-layer type analysis.

Table 2.9: The top 20 most common boundary-layer type evolutions, grey shading indicating the presence of cloud.

<table>
<thead>
<tr>
<th>Time of Day</th>
<th>Occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>03:00</td>
<td>09:00</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
</tr>
<tr>
<td>Stable St</td>
<td>Sc</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
</tr>
<tr>
<td>Well mixed</td>
<td>Well mixed</td>
</tr>
<tr>
<td>Stable u. Sc</td>
<td>Well mixed</td>
</tr>
<tr>
<td>Stable</td>
<td>Sc</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
</tr>
<tr>
<td>Stable u. Sc</td>
<td>Sc</td>
</tr>
<tr>
<td>Stable</td>
<td>Sc</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
</tr>
<tr>
<td>Stable St</td>
<td>Sc</td>
</tr>
<tr>
<td>Stable St</td>
<td>Sc</td>
</tr>
<tr>
<td>Stable St</td>
<td>Sc</td>
</tr>
<tr>
<td>Stable St</td>
<td>Sc</td>
</tr>
<tr>
<td>Stable St</td>
<td>Sc</td>
</tr>
<tr>
<td>Stable St</td>
<td>Well mixed</td>
</tr>
<tr>
<td>Stable St</td>
<td>Dec. Sc</td>
</tr>
</tbody>
</table>
This pattern being the most probable is not unexpected as there is only one possible sequence for boundary layers that have no cloud (assuming the boundary layer is stable at night and unstable during the day). This low percentage for the most probable sequence implies there is a very large diversity of sequences observed even when using a reduced number of observations. The “textbook” diurnal evolution (Stull, 1988) of the boundary layer over land (Stable → Well mixed → Cu → Cu → Stable) only occurs 0.9% of the time at Chilbolton, the fifth most probable transition. It is more common to have stratocumulus-capped boundary layers throughout all daylight hours (1.2%). The top ten boundary-layer transition sequences account for approximately 13.9% of the period studied. It is surprising to find such a large number of unstable cases during the night.

Well mixed cases at 21 UTC (fourth) are related to longer day length in the warm seasons but the well mixed types at 03 UTC (sixth) are due the probability of the surface layer being stable, $p_{st}$, being small. The top twenty results are largely invariant of whether the start time used is 0200, 0300 or 0400 UTC.

The skewness and variance characteristics of boundary-layer types IIIa (well mixed) and VI (cumulus) are similar but with type VI having a cumulus cloud capping the aerosol layer. This similarity can be seen by comparing Figures 2.3 and 2.5. Also, there are several transitions that are similar if the time of the transition from stable to unstable is ignored. An example of this is pattern one and three. Both sequences are cloud free but pattern three comes from winter days where the sensible heat flux is negative at 0900 and 1500 UTC but positive at 1200 UTC with no cloud. If Table 2.9 is reconsidered with this in mind then transition patterns 1, 3, 4, 5, 6, 7, 9 and 12 can be combined giving the most common transition occurring 11.5% of the time. Sequences 2, 10, 11, 13, 14, 15 and 20 can be combined as stratocumulus cloud is present throughout daylight hours (4.5%). Also, sequences 5 and 12 can be combined increasing the occurrence of the “textbook” diurnal evolution of the boundary layer to 1.5% of the time considered.

Boutle et al. (2010) outline another paradigm for the evolution of the boundary layer during the passage of a mid-latitude cyclone. In this case the forcing is not diurnal heating and cooling but large scale thermal advection. In regions of positive sensible heat flux a convective boundary layer develops as the cyclone intensifies. Firstly a single mixed layer forms (types IIIa and IIIb) with capping cloud once the lifting condensation level is reached. In the idealised simulations performed by Boutle et al. (2010), by day 4 stratocumulus cloud becomes decoupled from the surface (type IV) with shallow cumulus cloud beneath in some regions (type V). By day 7 cumulus convection is strong enough
to produce a cumulus-capped boundary layer. In the warm conveyor belt region features of a classical nocturnal boundary-layer are seen (types Ia, Ib, Ic and II). As cyclones propagate eastwards, at any fixed point in space the boundary-layer will undergo transitions between stable and unstable regimes on a timescale of 3-4 days. However, the method described here does not lend itself to validating this evolution as it is not reliable in the presence of precipitation.

2.4 Conclusions

In this chapter it has been demonstrated that it is possible to classify the boundary layer into 9 different types using variables obtained from a continually operating vertically pointing Doppler lidar combined with surface sensible heat flux measurements. The new method has been applied to 3 years of data and a climatology of boundary-layer type has been produced. This climatology exhibits clear diurnal and seasonal cycles which are dominated by variations in the surface sensible heat flux. The most common boundary-layer type is stable with clear skies (30.0%). The most common unstable boundary-layer type is unstable cloud free (15.4%). Decoupled stratocumulus-capped boundary layers which are little studies over land occur 10.3% of the time. More cumulus capped boundary layers are diagnosed in the warm seasons than in the winter.

The most probable diurnal sequence of boundary-layer type has also been investigated. It has been found that the most probable evolution is that of a cloud free boundary layer (6.4% of the period studied) with the “textbook” boundary layer evolution of stable, well mixed, cumulus-capped, stable, occurring approximately 0.9% of the period studied. The sensitivity of these results to the chosen threshold values, and other limitations of the method are also discussed.

In Chapter 3 this approach will be used to evaluate the boundary-layer type diagnosed in the Met Office Unified Model. This is feasible as each of the categories in this study map directly on to the six categories used in the Met Office scheme ((Lock et al., 2000)). This comparison could also be extended to other operational models or to different geographical locations which have co-located Doppler lidar and surface heat flux measurements.
Chapter 3

How well do models predict boundary-layer type?

This chapter deals with the evaluation of a numerical weather prediction model, the 4 km resolution Met Office Unified model, using the observed boundary-layer types diagnosed using the method outlined in Chapter 2. First the data being compared are described and then climatologies of boundary-layer type are presented for both the model and observations. The effect of forecast lead time, model resolution and season on skill are investigated, and, finally, the most probable boundary-layer type transitions are considered.

3.1 Why evaluate the skill of boundary layer type?

Climate models vary substantially in their predictions of boundary layer clouds in a warmer climate. This gives an uncertainty in radiative feedback which is one of the largest sources of uncertainty in climate prediction (Bony et al., 2006; Webb et al., 2006). Bony & Dufresne (2005) have shown that those climate models with the largest climate sensitivity are the ones that also forecast the largest decrease in boundary layer cloud occurrence. Also, Dai & Trenberth (2004) found that low clouds (below 700 mb) are the main contributor to diurnal variations in cloud amount especially in marine stratocumulus regions. Another meteorological feature occurring in the boundary layer that may have important consequences for climate is the representation of the low level jet (Stensrud, 1996).

On a more local scale, boundary layer clouds are a forecasting challenge. Small differ-
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Changes in the boundary layer scheme can result in forecasts changing from completely clear to completely cloudy conditions (Martin et al., 2000). This impacts on surface temperatures and the timing and location of deep convection (Baldauf et al., 2011). The boundary layer parameterisation used can also have an impact on the prediction of tornadoes (Stensrud & Weiss, 2002), hurricanes (Powell, 1980) and floods (Zampieri et al., 2005).

Due to the importance of the boundary layer scheme there are many different formulations used in numerical weather prediction and climate models (e.g. first order closure with local/non-local diagnosis of diffusivity and prognostic TKE). There are also a great number of studies comparing and contrasting different schemes in different situations. Many of these are for a specific case study or short periods of time where observational data is available (Beesley et al., 2000; Betts & Jakob, 2002; Zhang & Zheng, 2004; Hu et al., 2010; Shin & Hong, 2011) or just use single column models (Cuxart et al., 2006; Svensson et al., 2011). These studies typically focus on near-surface variables, e.g. 2 m temperature and 10 winds, and boundary-layer height. There are a few studies of boundary layer cloud (e.g. Sengupta et al., 2004; Barrett et al., 2009), however the new dataset of observed boundary-layer type provides an opportunity to do a more long term evaluation of the Met Office boundary layer parameterisation. It is novel in that it brings together surface and above surface observations so the boundary layer and cloud schemes can be tested simultaneously. Finally, the method of boundary-layer type diagnosis presented in this thesis can be split down into five contributing processes, surface layer stability, presence of cumulus cloud, decoupling, number of cloud layers and presence of stratuscumulus over a stable layer, which can be evaluated individually.

3.2 Datasets

3.2.1 Observational data

The observational boundary-layer type is diagnosed using data from a ground-based vertically pointing Doppler lidar and sonic anemometer located at the Chilbolton Facility for Atmospheric and Radio Research (CFARR), Hampshire as described in Chapter 2 and Harvey et al. (2013). This method gives probabilities for each of the nine boundary-layer types for each hour of available data. In the following model comparison only the boundary-layer types that are the most probable are considered. This is due to only
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having instantaneous model boundary-layer types available to validate.

As described in Section 2.2, the algorithm divides the Met Office types I and III into sub-types Ia, Ib, Ic, IIIa and IIIb according to presence and nature of cloud. For the model comparison presented here these sub-types are re-grouped. This re-grouping is done as it was not possible to split the model data into the nine observational boundary-layer types, shown in Figure ??, with the model data that was available. Also, the condensing of the types ensures a fair test of the model which does not apply different diffusivity profiles when cloud is present in types I and III.

Finally, the Met Office 4 km model only considers cloud to be cumulus if it is greater than 400 m thick (Lock & Edwards, 2011). This constraint ensures cumulus cloud is at least two model levels thick and mixing can occur within it. Therefore, in order to ensure a fair comparison, if cumulus cloud is diagnosed observationally (types V and VI) and is less than 400 m then it is re-classified as type III if originally diagnosed as type VI or type IV if originally diagnosed as type V. The cloud depth used for this reclassification is derived using the Cloudnet `target classification' product (Illingworth et al., 2007). This uses radar and lidar co-located at Chilbolton to classify the targets in each radar-lidar pixel into a number of different categories. Examples of the categories are liquid cloud, ice cloud, snow, insects and aerosol. This classification can be used to calculate the mean cloud base and cloud top height for liquid clouds with a cloud base below 2 km for each hour, centred on the hour. The 2 km threshold is chosen as this is the height typically associated with mid-latitude boundary-layer height. Also, the model defines 3 km as the maximum height of the boundary layer. Only clouds detected by both the lidar and radar are used in this calculation as optically thick clouds only detected by the lidar may report an artificially low cloud-top height due to attenuation of the lidar beam. The difference between the mean cloud base and cloud top is then taken as the cloud depth. Days where radar data are not available have been removed from the following comparison. Figure 3.1 shows the distribution of two years (01/09/2009 - 31/08/2011) of cloud depths found using the ‘Cloudnet' classification. By applying the 400 m cloud depth constraint that used in the model it could remove up to 69% of cumulus cloud.

3.2.2 Model data

The Met Office Unified Model (version 5.2 onwards) solves non-hydrostatic, deep-atmosphere dynamics using a semi-implicit, semi-Lagrangian numerical scheme (Cullen
et al., 1997 and Davies et al., 2005). The model includes a comprehensive set of parameterisations, including surface (Essery et al., 2001, Best et al., 2011 and Clark et al., 2011), boundary layer (Lock et al., 2000), mixed-phase cloud microphysics (Wilson & Ballard, 1999) and radiation (Edwards & Slingo, 1996) schemes. The model also includes an option for convection parameterisation (Gregory & Rowntree, 1990) which is used in all resolutions greater than 4 km, with additional downdraught and momentum-transport parameterisations. The model runs on a rotated latitude/longitude horizontal grid with Arakawa C staggering and a terrain-following hybrid-height vertical coordinate with Charney-Philips staggering.

In the 4 km resolution version of the model (UK4), the convection parameterisation used is Gregory & Rowntree (1990) with a modification that restricts mass flux using a convective available potential energy (CAPE) closure timescale (Lean et al., 2008) and 3D-Var assimilation is used. There are 70 levels in the vertical up to the model top at 40 km. In order to increase the resolution in the boundary layer, the distribution of the levels near the ground is quadratic so, for example, there are 16 levels in the lowest 1 km of the atmosphere. This version of the model is used for the main comparison presented in Sections 3.3.1 - 3.3.2.2.

The North Atlantic European (NAE) version of the model has a 12 km horizontal resolu-
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The model data available for evaluation are hourly snapshots of boundary-layer type for the 9 closest grid points to CFARR. The forecasts are 36 hours long and are initialised at 03, 09, 15 and 21 UTC for the UK4 and 00, 06, 12 and 18 UTC for the NAE. UK4 data are available for the period 01/09/2009 - 31/08/2011. Data from the NAE model data are available from 01/09/2009 - 31/5/2010, a much shorter time period than the UK4. The availability of data at 9 grid points enables a comparison of the nearest grid point to the location of the Doppler lidar and a comparison to the modal boundary-layer type. Unstable shear-dominated boundary layer types (VII) cannot be diagnosed using the observational method. Hours where this type is diagnosed in the model have been combined with well mixed boundary layers (type III). All hours where model rain rate is above 0.02 mm hr\(^{-1}\) are removed from the analysis. This is to be consistent with the removal of observational boundary-layer types when it raining. This removes approximately 20% of the data, which is comparable to the percentage of data removed due to rain in the observational dataset (see Chapter 2).

3.3 Comparison of observational and model boundary-layer types

3.3.1 Climatology

Before examining the skill of the UK4 model in predicting boundary-layer type at the correct time, the ability to reproduce the observed climatology of boundary-layer type is assessed. Figure 3.2 shows the overall distribution of boundary-layer types for the closest model grid point to Chilbolton with a forecast lead time of 0–5 hours (the first six hours of each forecast that is have available) and observations with and without the cumulus cloud constraint applied for two years of data, 01/09/2009 - 31/08/2011. There is good agreement between the model and observations for stable types (I and II), but there is less agreement for the unstable types. The model predicts more decoupled strato-cumulus (IV) and decoupled stratocumulus over cumulus (V) than the observations but less well mixed (III) and cumulus without depth constraint (VI). When the cumulus
cloud constraint is applied to the observational data the discrepancy between the model and observations increases for well mixed (III) and stratocumulus over cumulus (V), reduces slightly for decoupled stratocumulus (IV) and changes sign for cumulus-capped boundary layers (IV). The application of the cumulus cloud constraint, by definition, does not affect the fraction of stable boundary-layer types observed.

The distribution of boundary-layer type can also be analysed as function of season, as shown in Figure 3.3. In both the model and observations more stable types (I and II) are diagnosed in the cold seasons than the warm seasons, more cumulus types (V and VI) are diagnosed in the warm seasons than the cold seasons and decoupled stratocumulus over cumulus (type V) is rare compared to other types. The model diagnoses more decoupled stratocumulus (types II and IV) in both the stable and unstable regime than the observations in all seasons except type II in winter (DJF). Decoupled stratocumulus is least common in DJF in the model and observations. When the cumulus cloud constraint is applied the same pattern of discrepancy seen in Figure 3.2 is also seen in each season.

Figure 3.4 shows the diurnal distribution of the most probable observational boundary-

![Figure 3.2: The overall distribution of boundary-layer types for the most probable boundary-layer type with and without the cumulus depth constraint and the Met Office 4 km model grid point closest to Chilbolton with lead time of 0–5 hours. Thus the blue bars indicate the observations process in a way most comparable with the model assumptions, but the white bars are closer to the “true” distribution with shallow cumulus clouds.](image)
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Figure 3.3: The overall distribution of boundary-layer types as a function of season (a) winter (DJF), (b) spring (MAM), (c) summer (JJA), (d) autumn (SON) for the most probable boundary-layer type with and without the cumulus depth constraint and the Met Office 4 km model grid point closest to Chilbolton with lead time of 0–5 hours. Thus the blue bars indicate the observations processed in a way most compatible with the model assumptions, but white is closer to the “true” distribution with shallow cumulus clouds.

Layer type and the Met Office 4 km forecast with a lead time of 0–5 hours as a function of season. A clear seasonal and diurnal cycle is present in both the model and observations. As expected more stable types are diagnosed in the cold seasons. The length of time that unstable types dominate is longer in the warm seasons. More unstable types are diagnosed at night in the observations except during DJF when more unstable types are diagnosed at night in the model. Decoupled stratocumulus cloud is more likely to be present in the morning, before 1200 UTC, in the model but it is more common in the afternoon, after 1200 UTC, in the observations. The difference made by applying the cumulus thickness constraint to the observations is shown in yellow. This again highlights the removal of the majority of the observationally diagnosed cumulus-capped bound-
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ary layers when this constraint is applied. Although there are differences between the two datasets, overall they do have similar distributions, which gives confidence when comparing the two data sets using other measures.

3.3.2 Verification methods

Here the model skill at predicting the correct boundary-layer type at the correct time is assessed using verification measures derived from the joint histogram of model and observations. For binary events this problem has a long history dating back to Finley (1884) but more recently similar techniques have previously been used by Hogan et al. (2009b) and Mittermaier (2012) to evaluate the model cloud properties. Figure 3.5 shows an example of a joint histogram for forecast lead time of 0–5 hours for the closest model grid point to Chilbolton. The main panel is a contingency table showing how many times each combination of observed and modelled boundary-layer type occurs. It shows that rather than all of the data lying along the diagonal, which would be expected for a perfect forecast, there is a large spread. Also shown are the histograms from observations and

![Figure 3.5](image_url)

Figure 3.4: The diurnal distribution of the most probable observational boundary-layer type as a function of season (a) winter, (b) spring, (c) summer, (d) autumn. The diurnal distribution of the Met Office 4 km forecast boundary-layer type for a lead time of 0–5 hours as a function of season (e) winter, (f) spring, (g) summer, (h) autumn.
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Figure 3.5: The main (lower left) panel shows the joint histogram of the most common boundary-layer type derived from observations and the Met Office 4 km model forecast of boundary-layer type with a lead time of 0–5 hours for the closest grid point to Chilbolton. The panels to the top and right show the probability distribution of observed and modelled boundary-layer type. The cumulus cloud constraint has not been applied to the observational data.

The histograms were computed for both the boundary-layer type at the closest model grid point to Chilbolton and the modal boundary-layer type calculated from the nine closest grid points to Chilbolton for model lead times 0–5 hours, 6–11 hours, 12–17 hours, 18–23 hours, 24–29 hours, 30–36 hours. As the observations used hour-averaged values to determine boundary-layer type it is assumed that advection over time is the same as instantaneous spatial variability as in Barnett et al. (1998) and therefore it can be directly compared to instantaneous model grid-box values.

It is is difficult to evaluate the entire joint probability distribution function of the boundary-layer types. Many verification measures, e.g. odds ratio (Stephenson, 2000), cannot be generalised simply to more than 2 categories and signal detection methods result in multiple relative operating characteristic diagrams that are hard to visualise and interpret Livezey (2012). Here a simpler approach is to split up the joint histogram into a contingency table simply by dividing it into four quadrants based on a decision made in the observational diagnosis of boundary-layer type. In this case there are five decisions that can be assessed. The decisions are described in Table 3.1. Figure 3.6 shows how each the contingency table is split up for each decision. For the case shown in Figure 3.5, the
contingency table for stability (decision 1) is

\[
\begin{pmatrix}
 a & b \\
 c & d
\end{pmatrix} =
\begin{pmatrix}
 5853 & 624 \\
 233 & 3596
\end{pmatrix}.
\] (3.1)

There are many verification measures that can be used to assess model performance in predicting binary events (Wilks, 1995; Von Storch & Zwiers, 1999; Casati et al., 2008; Hogan et al., 2009b; Hogan & Mason, 2012). Here the Symmetric Extremal Dependence Index (SEDI) is considered (Ferro & Stephenson, 2011). This measure was chosen as it has many desirable properties. It is equitable meaning that all random forecasting systems will receive the same expected score. It is difficult to hedge and therefore cannot be influenced by issuing a forecast that is not the true judgment of the forecaster. Many verification measures tend to meaningless values for rare events the SEDI measure is

Figure 3.6: Schematic of how the joint histogram in Figure 3.5 is split into multiple 2x2 contingency tables corresponding to each decision. The number refers to the decision being considered (as in Table 3.1). Abscissa refers to the observed boundary-layer type and ordinate to the modelled type.
Chapter 3: How well do models predict boundary-layer type?

Table 3.1: Summary of decisions that are assessed using a binary verification measures.

<table>
<thead>
<tr>
<th>Decision Description</th>
<th>Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Surface layer stable or unstable</td>
<td>I and II vs. III, IV, V and VI</td>
</tr>
<tr>
<td>2 Cumulus cloud present or not present</td>
<td>V and VI vs. III and IV</td>
</tr>
<tr>
<td>3 Decoupled or coupled</td>
<td>IV vs. III</td>
</tr>
<tr>
<td>4 More than 1 cloud layer when cumulus cloud present</td>
<td>VI vs. V</td>
</tr>
<tr>
<td>5 Stable stratocumulus present or not present</td>
<td>II vs. I</td>
</tr>
</tbody>
</table>

independent of the frequency of occurrence of an event and therefore can be used for rare events. A SEDI value of 1 indicates perfect forecasting skill whereas a value of 0 indicates no more skill than a random forecast.

Equation 3.2 shows the mathematical form of SEDI, where $H$ is the hit rate ($H = a / (a + c)$) and $F$ is the false-alarm rate ($F = b / (b + d)$).

$$\text{SEDI} = \ln F - \ln H + \ln (1 - H) - \ln (1 - F)$$

Equation 3.2

3.3.2.1 Dependence of skill on forecast lead time

The SEDI score was calculated for all decisions and forecast lead times 0–5 hours, 6–11 hours, 12–17 hours, 18–23 hours, 24–29 hours and 30–36 hours for the period 01/09/2009 - 31/08/2011 for the most probable boundary-layer type at the grid point closest to Chilbolton and the modal boundary-layer type taken from the 9 closest grid points to Chilbolton. It was also calculated for the observational climatology and 24 hour persistence forecast (i.e. the boundary-layer types forecast today are the same as those forecast yesterday).

Figure 3.7 shows the performance of the Met Office 4 km model as a forecast lead time for each of the decisions outlined in Table 3.1 without the cumulus depth constraint applied. The error bars shown are calculated firstly by scaling the elements $a$-$d$ by the number of independent events for each decision divided by the number of that event as done by (Hogan et al., 2009b). The number of independent events are estimated by determining how many times there is a transition to a different boundary-layer type. For example, the sequence 1 1 1 1 1 would be one event but 1 3 3 2 2 would be three events. The scaling is applied as the error variance assumes that each event is independent, which is not true in the case of boundary-layer type. These scaled coefficients are then used to calculate the SEDI error variance, $S_{err}$, using Equation 3.3 (Jolliffe & Stephenson, 2012) where the
Figure 3.7: Plot of SEDI versus forecast lead time for decisions 1 - 5 (Table 3.1). The solid blue line indicates SEDI for the closest grid point to Chilbolton, the dashed black line represents the SEDI for the modal boundary-layer type for the 9 closest model grid points to Chilbolton, the red line indicates a persistence forecast, the dotted black line indicates a random forecast and the green line, Figure 3.7a only, a climatological forecast. The error bars are found using the SEDI variance scaled by the number of independent events for each decision.

The highest value of skill, 0.933, is for the stability decision (Figure 3.7). Skill is greater than both the climatology and persistence values and remains high for all lead times. The cumulus and stable stratocumulus decisions remain above persistence for all lead times (Figure 3.7b and e), persistence has a much lower value (∼0.4) for these decision than for the stability decision (∼0.9). The decoupled decision is significantly poorer than persistence at any lead time (Figure 3.7c). The sharp decrease in SEDI between the stability and cloud related decisions is probably related to the fact it is fundamentally more difficult to predict cloud related variables due their sensitivity to subtle changes in thermodynamic profiles. This hypothesis is supported by Hogan et al. (2009b) who found that the Met Office 12 km NAE systematically under predicted cloud fractions greater than 5% in the lowest 5 km of the atmosphere. The lowest values of SEDI are for the 2 layer cloud decision (Figure 3.7c), which is not better than random. Although

The error variances of $H$ and $F$ are $S_H^2 = H(1 - H)/(a + c)$ and $S_F^2 = F(1 - F)/(b + d)$, leading to

$$S_{err}^2 = S_H^2 \left( \frac{SEDI(1-2H)+1}{H(1-H)} \right)^2 + S_F^2 \left( \frac{SEDI(1-2F)+1}{F(1-F)} \right)^2 \frac{\ln F + \ln H + \ln (1 - H) + \ln (1 - F)}{2}.$$ (3.3)
skill appears to increase with model lead time, it is possible that this increase is not statistically significant. Another method of assessing a different aspect of performance of a weather forecast is calculate its ‘half-life’ (Hogan et al., 2009a). However it cannot be calculated here as decisions 2, 3, 4 and 5 appear to have a cycle in them but have no systematic decrease with forecast lead time. Also, the skill of the decision relating to stability does not decrease a significant amount over the forecast lead times available. To properly assess forecast half-life data from longer forecast runs would be required.

Figure 3.8 summarises the skill for all forecast lead times combined for each of the decisions in Table 3.1 for the closest grid point to Chilbolton and the modal boundary-layer type from the 9 closest grid points with its associated error compared to the climatology and persistence. Here the error is the 95% confidence interval, CI, is estimated from the root mean square (RMS) deviation of the detrended time series of SEDI score versus forecast lead time, \( \sigma \), and the number of forecast lead times used, \( N \), in the following way

\[
CI = \pm 1.96 \frac{\sigma}{\sqrt{(N - 2)}}
\]  

(3.4)

Figure 3.8: Summary of the SEDI score for each decision for the modal 4 km boundary-layer type and 4 km boundary-layer type closest to Chilbolton with 95% confidence intervals calculated using the forecast lead time data.
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This has been done as each forecast is an alternative realisation of the same period and there is no systematic degradation of the forecast with lead time (shown in Figure 3.7).

### 3.3.2.2 Dependence of skill on season

The same analysis as described in Section 3.3.2.1 has been applied to each season within the 2 year dataset.

Figure 3.9 summarises the SEDI score for each decision for the closest model grid point to the Chilbolton. In winter most unstable decisions (2–5) are predicted with less skill than in all other seasons. The stable stratocumulus decision is more skillful than other seasons. The stability decision has the lowest skill in this season. Observationally it is seen that during winter sensible heat flux can remain close to zero throughout the day this can make it difficult for the model to predict when the transition from stable to unstable occurs. Spring (MAM) has the highest SEDI scores for stability, decoupled and stratocumulus over a stable layer. Summer (JJA) has the highest score for the presence of cumulus and cloud layers.

Figures 3.10 - 3.13 show the behaviour of each decision as a function of lead time for
each season. In all seasons the most skillful decision is the stability decision. During winter, SEDI drops below persistence for lead times greater than 12 hours. This is the only instance of this occurring for the stability decision. The behavior of the SEDI score is broadly the same for the cumulus decision for all seasons and thus the behaviour of the whole dataset. All seasons have a SEDI below persistence for the decoupled decision and during the winter, for short lead times, it is not significantly better than a random forecast. The layers decision, as in the combined results for all seasons, has a worse than random SEDI in all seasons. The stable stratocumulus decision is significantly greater than persistence for all seasons except summer. During summer, for short lead times, the skill is not significantly greater than persistence and it appears to increase with forecast lead time.

![Figure 3.10: Plot of SEDI versus forecast lead time for decisions 1 - 5 for December, January and February (DJF) only.](image)

3.3.2.3 Dependence of skill on model resolution

The effect of model resolution is investigated by using another model in the operational suite of the UK Met Office. Here the 12 km NAE is used, however the due to availability
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Figure 3.11: As Figure 3.10 but for March, April and May (MAM) only.

Figure 3.12: As Figure 3.10 but for June, July and August (JJA) only.

of data only the period 01/09/2009 - 31/5/2010 can be considered.

Figure 3.14 shows the overall distribution of boundary-layer types for the observations,
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Figure 3.13: As Figure 3.13 but for September, October and November (SON) only.

4 km model and 12 km NAE model for the period 01/09/2009 - 31/5/2010. As before the observations and 4 km model agree reasonably well for the stable boundary-layer types (I and II) but there is a much greater discrepancy for the 12 km NAE model. It has a much greater frequency of occurrence of stable boundary-layer type I than the other data sets. This is compensated by a lower frequency of occurrence of stable under stratocumulus (type II). This difference is consistent with the impact of the vertical resolution of the Met Office global model increasing from 50 to 70 levels (A. Lock, personal communication). As the resolution increases the grid boxes become smaller and thus it is easier to have a larger cloud fraction resulting in more boundary layers diagnosed as cloudy (a cloud fraction greater than 0.1 is required for a grid box to be considered cloudy in the model).

The 12 km NAE model also diagnoses cumulus types (V and IV) much less frequently than the UK4. This low frequency of cumulus types matches very well the observations with the cumulus cloud constraint applied but the 4 km models matches more closely to the unconstrained observations. The decrease in occurrence of cumulus types in the 12 km model is compensated by an increase in the number of well mixed boundary-layer types diagnosed. The occurrence of decoupled stratocumulus cloud is very similar in all data sets.

The SEDI score has been calculated for each of the decisions described in Section 3.3.2.1
Figure 3.14: The overall distribution of boundary-layer types for the most probable boundary-layer type with and without the cumulus depth constraint and the Met Office 4 km and 12 km NAE models for the grid point closest to Chilbolton with a lead time of 0–5 hours for the period 01/09/2009 - 31/05/2010 using all forecast lead times. A comparison to the skill of the modal boundary-layer type from the 4 km model is shown in Figure 3.15. As in the analysis of the larger dataset the highest value of skill is for the stability decision. Within the 95% confidence intervals shown there is no significant difference in skill as model resolution increases from 12 km to 4 km. This is true for all the decisions considered. This is not surprising as the model parameterisations used have not changed as model resolution has increased. This is supported by Mittermaier (2012) who could not draw any conclusion about the impact of horizontal resolution on the Symmetric Extreme Dependency Score (SEDS) of cloud base height and total cloud amount in the 12 km NAE, 4 km and UKV (1.5 km resolution) versions of the Met Office model. Conversely, Lean et al. (2008) found that increasing horizontal resolution increased Fractions Skill Score (FFS) of precipitation events over the UK for a forecast lead time of 6 hours. Small differences in skill as model resolution increases were also seen in the NCEP Eta model by Mass et al. (2002). They found that more realistic mesoscale structures and evolution was seen in the model as the was resolution increased from 36 km to 12 km. This gave improvements in precipitation amount, 10m winds, 2 m temperature and surface pressure. However there was not much impact on skill as the resolution was further increased from 12 km to 4 km.

Also shown in Figure 3.15 is the SEDI score for the presence of low cloud (below 3km).
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This score is significantly higher than all of the cloud decisions related to boundary-layer type. This suggests that although the model does a reasonable job of predicting low cloud it does not predict the correct type of cloud. In turn this suggests that cloud presence may be controlled by the large scale humidity field, not local mixing.

3.4 Most likely sequences of boundary layer type

By taking the boundary-layer type at five representative times throughout the day it is possible to find the most common sequences of boundary layer type. As in Chapter 2, the representative times chosen are 0300, 0900, 1200, 1500, 2100 UTC and boundary-layer type data must be available for all hours to be considered in the following analysis. As in Chapter 2, all hours with rain observed are removed. Also, to ensure a fair comparison to the model observed types Ia, Ib, Ic have been combined into a single type I and types IIIa and IIIb have been combined into type III. Note the following analysis is only applied to the Met Office 4 km model with raining hours removed.

Table 3.2 shows the 20 most common observational boundary-layer type transitions. The

![Figure 3.15: Summary of the SEDI score for each decision for the the modal 4 km boundary-layer type and 12 km NAE boundary-layer type closest to Chilbolton with 95% confidence intervals calculated using the forecast lead time data for the period 01/09/2009 - 31/05/2010. The right panel shows the SEDI score for the presence of cloud below 3 km for the same period for the 4 km resolution of the model for the closest grid point to Chilbolton.](image)
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The most common boundary-layer type transition is that of stable to well mixed (with or without stratocumulus cloud) then back to stable. This transition pattern occurs 23.1% of the time in the observations. This is also the most common model boundary-layer type transition (shown in Table 3.3) but with a much greater frequency (41.3%). This implies that the sequences are more diverse in the observations than in the model. This is supported by the percentage of time that the top 20 sequences include, 84.7% for the model and 74.3% for the observations.

Table 3.2: Most common observational boundary-layer type evolutions with no cumulus constraint applied.

<table>
<thead>
<tr>
<th>Time of Day</th>
<th>Occurrence</th>
<th>Percentage of time</th>
<th>Number of days</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>23.1</td>
<td>57</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>8.1</td>
<td>20</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>6.1</td>
<td>15</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>4.9</td>
<td>12</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>4.9</td>
<td>12</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>4.0</td>
<td>10</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>3.2</td>
<td>8</td>
</tr>
<tr>
<td>Stable</td>
<td>Stable</td>
<td>2.0</td>
<td>5</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>2.0</td>
<td>5</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>1.6</td>
<td>4</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>1.6</td>
<td>4</td>
</tr>
<tr>
<td>Stable</td>
<td>Stable</td>
<td>1.2</td>
<td>3</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>1.2</td>
<td>3</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>1.2</td>
<td>3</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>1.2</td>
<td>3</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>1.2</td>
<td>3</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>1.2</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 3.3: Most common 4 km model boundary-layer type evolutions.

<table>
<thead>
<tr>
<th>Time of Day</th>
<th>Occurrence</th>
<th>Percentage of time</th>
<th>Number of days</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>41.3</td>
<td>90</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>12.8</td>
<td>28</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>4.6</td>
<td>10</td>
</tr>
<tr>
<td>Stable</td>
<td>Stable</td>
<td>4.1</td>
<td>9</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>2.3</td>
<td>5</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>2.3</td>
<td>5</td>
</tr>
<tr>
<td>Stable</td>
<td>Stable</td>
<td>1.8</td>
<td>4</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>1.8</td>
<td>4</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>1.4</td>
<td>3</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>1.4</td>
<td>3</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>1.4</td>
<td>3</td>
</tr>
<tr>
<td>Stable</td>
<td>Stable</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>Stable</td>
<td>Stable</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>Stable</td>
<td>Well mixed</td>
<td>0.9</td>
<td>2</td>
</tr>
</tbody>
</table>
Cumulus cloud is present in more of the observational transitions than the model transitions. It occurs in twelve of the top twenty observed diurnal transitions, 25.3% of the time, including the second most common transitions. This compares to only 5% in the model transitions. Cumulus cloud is also more persistent in the observations with 9.2% of the dataset having cumulus cloud that persists for two or more adjacent periods of observation that are considered here. Cumulus cloud is present in the morning in the observations. This is also shown in the diurnal distribution of boundary-layer types (Figure 3.4) where there is a greater occurrence of cumulus-capped boundary layers in the morning in the observations than the model in all seasons. There is not one model sequence in Table 3.3 where cumulus cloud occurs in the morning, the first instance is at 1200 UTC. Cumulus under stratocumulus only appears in the sequence ranked 16 in the observations, 1.2% of the time. But sequences with this type in are more than twice as common in the model (2.7%).

Decoupled stratocumulus is not present in any of the transition patterns in either the model or observations. This is surprising as it is the second most common unstable boundary-layer type in the model and third most common in the observations. However, decoupled stratocumulus over a stable layer is common in both the model (24.2%) and observations (19.4%). It is also interesting to note that it occurs in the afternoon in the model but at midday in the observations.

Well mixed boundary layer types are seen during the night in both the model and observations. These are occasions where although the sun has set sensible heat flux is still positive. This occurs more frequently in the observations (6.5%) than the model (2.3%).

The results presented here are largely invariant to the choice of start time although the time of sunrise and sunset will have an impact time of the transition from stable to unstable and vice-versa.

### 3.5 Conclusions

This chapter has evaluated the skill of the UK Met Office 4 km and 12 km models at predicting boundary-layer type. Firstly the climatology of boundary-layer type has been compared. Although there are some differences, notably the prevalence of decoupled stratocumulus cloud and lack of cumulus cloud in the model, the seasonal and diurnal cycles seen in the model and observations are not dissimilar. Overall, the most common
boundary-layer type in both the model and observations is stable, type I, followed by well mixed, type III.

Contingency tables have been used to assess model forecasts of boundary-layer type at the correct time. Although there is a spread in the stable and unstable quadrants of these tables there is good distinction between the two stability regimes. These have then been used to calculate the SEDI for the decisions made to diagnose boundary layer type. These decisions are stability, presence of cumulus cloud, presence of decoupled stratocumulus, presence of more than one layer of cloud and presence of decoupled stratocumulus cloud over a stable surface. The decision with the highest skill is stability. This is true for all forecast lead times, seasons and resolutions. The cumulus decision is significantly better than a persistence or random forecast for all lead times and seasons but much less skillful than the stability decision. The decision with the lowest skill is the one relating to the presence of more than one layer of cloud given that cumulus cloud is present. The prediction of this rarely occurs in the model and observations and has a skill score no better than a random forecast. The remaining decisions relating to decoupled stratocumulus in stable and unstable conditions, are not significantly more skillful than persistence.

There is no significant impact of changing model resolution on the skill of predicting boundary-layer type. This is presumably due to the same parameterisations being applied to both resolutions studied here. The skill of the 1.5 km model may be improved as it does not contain a convection parameterisation. Finally, the most common daily boundary-layer type transitions have been compared. The top twenty sequences are similar in both the model and observations. The most common transition pattern is Stable → Well mixed → Well mixed → Well mixed → Stable. The observed transition patterns are much more diverse than that of the model. Also, cumulus cloud is more persistent in the observational transitions.

A possible reason for the low verification scores for decisions involving clouds maybe that it is difficult to predict gradients in smoothly varying fields (e.g. temperature and humidity) which are used to determine the presence of cloud. Also there are biases in the forecasts of temperature and relative humidity in the NAE 12 km, UK 4 km and UKV (1.5 km resolution model). The diurnal cycle of temperature is under predicted. In the winter there is a general warm bias but during the summer there is a warm bias at night and cold bias during the day. This pattern of biases can be seen in all forecast lead times (A. Lock, per. comm). The model also fails to capture the high values of relative
humidity at night.

The results presented here suggest that to improve the prediction of boundary-layer type then the focus should be placed on improving the forecast of boundary-layer cloud type. Cloud type should be focussed on as the skill of the model predicting cloud presence high compared to the decisions related to cloud type. A particular focus should be put on the diagnosis of cumulus cloud and the depth constraint that is currently applied. The 400 m constraint that is currently applied is potentially missing up to 69% of cumulus cloud which maybe partly causing the low SEDI score for the presence of cumulus cloud. Improving the representation of cumulus cloud should also have an impact on the skill of predicting more than one layer of cloud when cumulus cloud is present.

This evaluation could be extended to other models in the UK Met Office operational suite e.g. UKV (1.5 km resolution regional model) to further assess the impact of resolution on the forecast of boundary layer type. A further extension would be evaluate the skill at a different site. As Chilbolton is situated in a rural environment it would be interesting to compare the skill and climatology of boundary-layer type over an urban surface. An opportunity to do this may arise through the Advanced Climate Technology:Urban Atmospheric Laboratory (ACTUAL) project which has a Doppler lidar situated in central London.

The UK Met Office are the only model to use the Met Office boundary-layer scheme but many other models have a similar ”tree” of decisions that is used to determine which parameterisation schemes are applied i.e. whether to apply a local or non-local mixing scheme. An example of this is the ECMWF model that uses an eddy-diffusivity mass-flux framework (Kohler et al., 2011). With this in mind it would be possible to extend this type of comparison to models from other forecast centres around the world. Although the verification scores for the processes that determine boundary-layer type forecast in the Met Office Unified Model are low a study by Barrett et al. (2009) found that the UK Met Office Models (global and NAE) had the highest skill of forecasting the presence of boundary layer cloud. Also, a two year, three site, study by (Hogan et al., 2009b) found that Met Office mesoscale model gave the best representation of the vertical distribution of cloud, with the ECMWF model coming second. Thus one may expect that the verification measures for other modelling centres to be lower than those presented here.
Chapter 4

Does boundary-layer type diagnosis affect the vertical distribution of pollutants?

In this chapter the potential impact that an incorrect boundary-layer type forecast can have on the vertical distribution of pollutants is investigated using the single column (SCM) configuration of the Met Office Unified Model. First the model and model set up are described, then simple cloud free experiments are used to show the impact of correctly predicting the diurnal cycle of sensible heat flux. These simple experiments give insight into the impact of correctly diagnosing a stable or unstable surface layer. The affect of the incorrectly diagnosing the presence and type of cloud on the vertical distribution of tracer are investigated. The influence of entrainment on the evolution of the boundary-layer is also explored.

4.1 Why investigate the vertical distribution of tracer?

The majority of pollutants in the troposphere originate in the atmospheric boundary layer, at or very near the surface, which is where their influence on air quality is most important. A capping inversion often separates the boundary layer from the free troposphere which inhibits the transport of air, and therefore pollutants, into the free troposphere. This can result in localised air pollution problems due to their accumulation over time. If pollutants are ventilated into the free troposphere they tend to have longer lifetimes than in the boundary layer, due to the lack of dry deposition and lower de-
composition rates at cooler temperatures. This, together with higher wind speeds in the free troposphere, can result in a localised air pollution source having regional-scale, or even global-scale impacts. Therefore incorrectly predicting boundary layer ventilation has both local and large scale impacts.

Observational and modelling studies have identified a number of processes that contribute to boundary-layer ventilation. Donnell et al. (2001), Agusti-Panareda et al. (2005), Dacre et al. (2007) and Sinclair et al. (2008) have classified these processes into three categories: convection, boundary-layer turbulent mixing and advection by synoptic scale motions. Here we focus on the impact of boundary-layer turbulent mixing, or more specifically the impact of the incorrect boundary-layer mixing parameterisation being applied.

Depending on the altitude of a pollutant in the atmosphere it can have very different effects. One such example of this is ozone. Within the boundary-layer it contributes to photochemical smog and is toxic to both animals and plants (World Health Organisation, 2006). In the upper troposphere it acts as a greenhouse gas and contributes to global warming (Hobbs, 2000). However, in the lower troposphere it can react with hydrocarbons and thus remove them from the air. It also acts indirectly controls the lifetime of other greenhouse gases. In the stratosphere the ozone layer filters out harmful ultra-violet (UV) rays (Ahrens et al., 2011).

As discussed in Chapter 3, the skill of the Met Office 4km and 12km models at predicting the correct boundary-layer type at exactly the right time in a particular model column is low. This misdiagnosis of boundary-layer type has an impact on the vertical mixing schemes that are applied and thus may have an impact on the vertical distribution of pollutants. The vertical distribution of pollutants, especially local surface concentrations, can have serious implications for human health. Impacts range from eye irritation, due to exposure to sulphur dioxide, to cardiovascular disease and lung cancer from chronic exposure to particulate matter (World Health Organisation, 2006). During blocking episodes pollutants such as nitrogen oxides and particulate matter can accumulate in the boundary layer and can cause photochemical smog and ozone production. During August 2003, it is estimated that 400-800 deaths were brought forward in the UK due to a elevated levels of ozone and volatile organic compounds during the heat wave (Stedman, 2003). It is also estimated that the same event brought forward in excess of 1000 deaths in the Netherlands (Fischer et al., 2003).
4.2 Model description

All experiments in this chapter are performed using the UK Met Office Single Column Model (SCM), version 7.8. An SCM represents a single atmospheric column at a grid point in a general circulation model (GCM). All physical processes in the UM SCM are treated identically to those found in the global UM, however the large-scale horizontal and vertical motions are taken from observations or prescribed by the user. This allows the column to be forced with time-varying atmospheric conditions. There are two main advantages of running an SCM rather than a GCM. When developing parameterisation schemes to represent physical processes it is useful to assess their impact on local climate without the complication of 3-D advection effects and it is much less computationally expensive as it takes much less time to run and uses less computer storage. Appendix A contains instructions on how to run version 7.8 of the Met Office Single Column Model locally at The University of Reading.

SCMs are tools used mainly by researchers and operational weather forecast centres to develop parameterisation schemes (e.g. boundary layer: Lock et al., 2000; cloud microphysics: Petch et al., 1997, Morrison et al., 2005; convection: Betts & Miller, 1986, Petch et al., 2007, Wood et al., 2010). They have also been used to study drizzling stratuscumulus clouds (Wyant et al., 2007, Zhu et al., 2005), the diurnal transition of cumulus clouds (Lenderink et al., 2004) and ice clouds (Lohmann et al., 2001). SCMs have also been used extensively in the GEWEX Atmospheric Boundary Layer Study (GABLS) inter-comparison projects. The overarching aim of GABLS is to enhance understanding and to improve the representation of boundary-layer processes in weather forecast and climate models. As well as inter-comparing different boundary-layer schemes GABLS aims to improve SCMs by comparison to large-eddy simulations (LES) and observations (?).

An academic set-up of a stably stratified boundary layer was studied in GABLS1 (Beare et al., 2006; Cuxart et al., 2006). Here it was found, in general, that the operational SCMs had night-time mixing that is too deep compared to the LES models and too small near-surface wind direction. GABLS2 investigated the diurnal cycle over land (Svensson et al., 2011) using idealised forcings and prescribed surface temperatures. It was found in this comparison that the diurnal cycle of wind was too weak in SCMs and that the diurnal temperature amplitude was larger than observed. The best agreement between LES and SCMs was late afternoon when near-surface turbulence was at its strongest, however
there were still significant differences in the shape and magnitude of temperature and winds. It was also found that TKE schemes were the best at modelling the capping inversion but non-local first order schemes performed better at simulating the stably stratified part of the mixed layer.

GABLS3 considered the nocturnal low level jet and transitions (Baas et al., 2010). In this experiment observed large-scale forcings were applied and SCMs were coupled to the surface. All SCMs used in this comparison produced a low-level jet however, in general, the magnitude of the jet was under-predicted by up to 5 ms$^{-1}$. The same is true for nighttime temperatures, with some models under-predicting 2 m temperature by up to 6 K. It was found that the models with a skin layer performed better due to better coupling to the surface (Bosveld et al., 2012; Holtslag et al., 2012). GABLS4 is expected to explore very stable conditions over an Antarctic ice shelf (Vihma et al., 2012).

The scenario considered in the GABLS2 project (Svensson et al., 2011) a cloud-free diurnal cycle, acts as a precursor for the modelling described in this chapter. However, the GABLS experiment did not have any cloud present thus the only boundary-layer types diagnosed were type I (stable) and type III (well mixed). The modelling presented in the following sections investigates the diagnosis types II, IV and VI as well as types I and III.

4.3 Experimental design

The diurnal cycle of boundary layer evolution can be investigated using the SCM by forcing it either with a time-varying surface temperature or forcing it with time-varying latent and sensible heat fluxes. In the control experiment the following form for a time-varying heat flux is used

$$H = \begin{cases} H_{\text{night}} & \text{for } t < 6 \text{ and } t > 18 \\ H_{\text{night}} + (100 - H_{\text{night}}) \sin \left(2\pi \frac{t-6}{12}\right) & \text{otherwise} \end{cases}$$

(4.1)

where the units are W m$^{-2}$ and $t$ is the time in hours and runs from 0 to 24 each day. Latent heat flux is forced in the same way with a night-time value of $-2$ W m$^{-2}$ and a day-time maximum value of 50 W m$^{-2}$. These values are representative of an urban canyon (Stull, 1988). The small value of latent heat flux has been chosen to ensure fog does not form in the simulations. This idealised forcing is used to ensure that the impact of boundary-layer type can be separated easily from surface forcing effects. Here, a 15-
minute time step is used with surface latent and sensible heat flux prescribed every hour.

Other forcings can be applied to mimic large-scale atmospheric circulations. These can either be observational, and represented through tendencies of the wind velocity components, humidity and temperature. The geostrophic wind is held constant in time at each level throughout the simulation with a value of \((1.75,1.75) \text{ ms}^{-1}\) in the first model level, \(10\) m, increasing linearly to \((14.5,14.5) \text{ ms}^{-1}\) at the tropopause. The initial profiles of potential temperature and humidity (for both the cloud-free and cloudy cases) are shown in Figure 4.1. The initial potential temperature profile is taken from the midnight timestep of the GABLS2 simulation described in Svensson et al. (2011). This profile is used as it provides realistic representation of a stable boundary-layer. The experiment is initialised at 00 UTC. Note that there are 20 pressure levels in the first 3 km.

![Figure 4.1: Initial profiles of (a) potential temperature and (b) specific humidity for all simulations in this chapter. Panel (c) shows the surface flux forcing applied throughout the simulations.](image-url)
A passive tracer is released in the first theta model level (approximately 10 m) at a rate of $1 \times 10^{-4}$ kg s$^{-1}$ for the length of the simulation. The tracer is given an e-folding decay time. The decay time represents the chemical break down of a pollutant, either by decay or reaction with another chemical, with respect time. It also enables the integrated column mass to come to equilibrium. This means quantitative comparisons of tracer amounts can be made. The impact of the choice of decay time is investigated in each of the experiments detailed below. The tracer lifetimes used are 15 minutes (comparable to ozone reacting with NO), 1 hour (comparable to sulphur dioxide oxidation in clouds), 3 hours, 6 hours, 12 hours. Longer decay times of days and weeks have not been investigated here due to the long spin up time required. All experiments shown are run for 5 days. Figure 4.2 shows the integrated column mass as a function of time for each decay time. It can be seen that an equilibrium integrated column mass value is reached for all decay times by the start of day 3. For this reason only days 3–5 will be considered in the analysis below.

![Figure 4.2](image-url)

**Figure 4.2**: The evolution of integrated column mass as a function of time for decay times 15 minute, 1 hour, 3 hour, 6 hour and 12 hours.

### 4.4 Mixing in low shear environments

Preliminary experiments were conducted to investigate the sensitivity of the simulation of the boundary layer to different initial conditions and forcings. It was found whilst conducting these experiments that the local mixing scheme is sensitive to the amount of vertical wind shear, with experiments forced by low wind shear values having unrealisti-
physically large local diffusivity values. This can be seen by comparing Figures 4.3 (no vertical wind shear) and 4.4 (with vertical wind shear). The top panel in each figure shows the wind speed. Panel (b) shows the total diffusivity, $K_h$, in the simulation and panels (c), (d) and (e) show the constituent components of the total diffusivity profile seen in (b). For the no-shear case (shear = 0.0001 ms$^{-1}$ km$^{-1}$) the diffusivity has very large values during the day, greater than 3000 kg ms$^{-1}$, and is dominated by the local mixing scheme $K_h(Ri)$. The converse can be seen in the experiment with wind shear (4 ms$^{-1}$ km$^{-1}$), where the applied diffusivity values are much lower; the maximum value is approximately 600 kg ms$^{-1}$ and is dominated by surface driven non-local mixing, $K^\text{surf}_h$ (panel (d)) and non-local mixing due to cloud-top cooling, $K^\text{Sc}_h$ (panel (e)). Note that the three components of diffusivity are combined in the following way (Lock & Edwards, 2011)

$$K_h = \max[(K^\text{surf}_h + K^\text{Sc}_h), K_h(Ri)].$$

(4.2)

The philosophy behind this formulation is that local mixing will dominate in stable conditions and non-local mixing will dominate in unstable conditions. However, this assumption is erroneous as in certain conditions the non-local mixing does not dominate the mixing predicted by the local scheme. An example situation is the no-shear example shown in Figure 4.3.

This order of magnitude difference in the local mixing is due to the formulation of the stability function used in unstable situations (where the moist Richardson number, $Ri$, is less than zero). In the UM the diffusivity of heat is calculated in the following way

$$K_h = \mathcal{L}_h \mathcal{L}_m \left| \frac{\partial u}{\partial z} \right| f_h(Ri)$$

(4.3)

where $\mathcal{L}_h$ and $\mathcal{L}_m$ are neutral mixing lengths, and the standard UM stability function, $f_h(Ri)$, for unstable conditions is

$$f_h = 1 - \frac{g_0 Ri}{1 + \mathcal{D}_h(L_m/L_h)|Ri|^{1/2}}.$$ 

(4.4)

In very low shear situations $Ri$ becomes very large and negative. In this regime the stability function asymptotes to infinity giving values of $K_h$ that are much larger than that calculated using the non-local mixing scheme and therefore dominate in Equation (4.2). This leads to unrealistically large boundary-layer mixing which could impact the vertical distribution of pollutants and surface temperature. Thus when designing the
Figure 4.3: The evolution of the diffusivity variables for the no-wind-shear experiment: (a) wind speed, (b) total scalar eddy-diffusivity, (c) local scalar eddy-diffusivity, (d) surface-driven non-local scalar eddy-diffusivity, (e) top-down scalar eddy-diffusivity.

experiments presented in the remaining part of this chapter the inclusion of vertical wind shear was an important factor to consider, and has been adopted in all experiments.

It is also noted that in very unstable conditions, when all the turbulence is buoyancy driven, the mixing is independent of shear and therefore Richardson number. Thus Equation 4.4 is not valid. One possible solution to this problem is to treat the strongly-skewed local updrafts using a separate mass-flux scheme. This method is used in the ECMWF boundary-layer scheme (Kohler et al., 2011).

The growth of the boundary layer is controlled by two separate mechanisms, encroachment and entrainment. Encroachment is a purely thermodynamic process and results
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Figure 4.4: As Figure 4.3 but for the experiment with shear.

from the warming of the boundary layer from the surface below. Entrainment is the mechanism by which warm, dry air is carried from the free troposphere into the boundary layer by convective plumes that overshoot their level of neutral buoyancy. As this air sinks back into the mixed layer, it carries with it some of the warmer air from above. The volume of air entrained per unit area, per unit time is known as the entrainment velocity, $w_e$, and typically varies between 0.01 and 0.2 ms$^{-1}$. It is generally assumed in a cloud-free convective boundary layer (e.g. Carson, 1973) that the heat flux associated with the entrained air is a fixed fraction of the surface sensible heat flux. Estimates from observations suggest that this fraction is approximately 0.2 (e.g. Stull, 1976). However, this needs to be modified in the presence of cloud. The value used for entrainment is one
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of the most uncertain parts of NWP and climate models. Sanderson et al. (2008) found that the entrainment coefficient had the largest impact on climate sensitivity in the climateprediction.net ensemble. Although this process is incredibly important for weather and climate predictions there are very few observations to compare parameterisations with (e.g. Nicholls & Turton, 1986; Wang & Albrecht, 1994).

There are many formulations in the literature for entrainment velocity, $w_e$. One such example is that of Rogers et al. (1985):

$$w_e \approx \left[ R |\Delta E_Z \theta_c| l_c \right], \quad (4.5)$$

where $|\Delta E_Z \theta_c|$ is the difference in equivalent potential temperature between just above cloud top and just below, and $l_c$ is the distance travelled by negatively buoyant entrained elements. When cloud-top cooling dominates this reduces to

$$w_e \approx \frac{\Delta I^*}{\Delta E_Z \theta_c}, \quad (4.6)$$

where $\Delta I^*$ is the net long wave radiative flux step near cloud top. Other entrainment relationships have been proposed based on the inverse of the convective Richardson number, $R_i^*$. The entrainment rate parameterisation used in the Met Office Unified Model is an extended version of Equation 4.5 based on LES experiments (Lock (1998)) and is described in full in Lock & Edwards (2011).

Entrainment is also considered to play a role in the development of boundary-layer clouds. It has long been suggested that entrainment of relatively warm and dry air into stratocumulus clouds may affect their break up and dissipation (e.g. Lilly, 1968; Deardorff, 1980; Randall, 1980; Stevens et al., 2005; Yamaguchi & Randall, 2008). As stratocumulus clouds strongly reflect incoming solar radiation but have little effect on outgoing longwave radiation they have a net cooling effect on the surface, and thus only small changes in the thickness and amount produce a radiative effect comparable to those associated with increases in greenhouse gases (e.g. Hartmann & Short, 1980). Lilly (1968), Burnet & Brenguier (2007) and Deardorff (1980) suggested that the evaporative cooling associated with the entrainment of the dry, warm air would lead to the break up of the stratocumulus sheet due to enhanced entrainment warming. Deardorff (1980) also suggested that there is a critical value of $w_e$ that can be related to stratocumulus break up. Although this is a popular hypothesis there is yet to be any conclusive observational evidence to confirm it (e.g Wang & Albrecht, 1994 and Gerber et al., 2005). This lack of
evidence of cloud break-up has lead to a number of theories of competing mechanisms to be proposed. Moeng et al. (1995), Gerber et al. (2005) and Yamaguchi & Randall (2008) suggested that the evaporation caused by entrainment is balanced by cloud-top radiative cooling and efficient vertical transport of moisture evaporated from the surface, thus preventing cloud break-up. This mechanism could be particularly important over the ocean where there is a large moisture source. However, a study by MacVean & Mason (1990) developed a more stringent criterion for stratocumulus break-up that is more restrictive than the one proposed by Deardorff (1980) and Randall (1980). This criterion is based on the net conversion of potential energy and kinetic energy in a system consisting of two layers of fluid straddling cloud-top. MacVean & Mason (1990) also found that observational data is more consistent with their modified criterion. Also, Randall (1984) found that entrainment might deepen an existing cloud layer, not disperse it. He found that in many realistic situations the net effect of entrainment is that the cloud top tends to rise more quickly than the cloud base, thus the cloud depth increases with time.

4.5 Cloud-free experiments

In this section a set of cloud-free experiments have been performed to investigate the effect of having a positive sensible heat flux at night on the vertical tracer distribution. To ensure that the experiments remain cloud free the experiments are initialised with a uniform value of specific humidity, 0.00015 g kg$^{-1}$, from the surface to approximately 1km (Figure 4.1 (b)).

In Chapter 3, the skill of the Met Office 4km and 12km model at predicting the correct surface stability was assessed. It was found that although the skill of this decision was very high (SEDI score of 0.933) it was not perfect.

As an example of why the sign of the sensible heat flux may be wrong it has been observed that urban areas (see Figure 4.5) often have positive surface sensible heat fluxes at night (Grimmond & Oke, 2002). Typically this acts to increase the depth of the nocturnal boundary layer and therefore we would expect the pollutants to mix over a greater volume of air. Thus, for the same emissions, smaller surface concentrations of tracer may be observed in an urban area compared to a rural area (which is more likely to have negative sensible heat flux at night). A poor urban representation may result therefore result in the misdiagnosis of boundary-layer types I (stable with no turbulent cloud) and III (unstable, single well mixed layer) or type II (decoupled stratocumulus over a stable
layer) and type IV (decoupled stratocumulus) in cloudy conditions. Positive sensible heat fluxes at night are also predicted in models which include an urban representation. For example, Figure 4.6, shows the probability distribution function of night-time (1800 - 0600 UTC) sensible heat flux values from the Met Office 4km model for the grid points closest to Chilbolton and King’s College London (central London), indicating many more instances of positive sensible heat flux at night at the urban grid point than the rural grid point.

Figure 4.5: Composite diurnal patterns of sensible heat flux, $Q_h$, collected in seven North American cities (Mexico City, Mexico; Miami, Florida; Tucson, Arizona; Los Angeles and Sacramento, California; Vancouver, British Columbia; Chicago, Illinois), taken from Grimmond & Oke (2002).

Figure 4.7 shows the surface forcing applied for the experiments in this section. Three different surface sensible heat flux forcings are used, all of which have the same day-time values as Equation 4.1, with a peak value of 100 Wm$^{-2}$. During the night three different values of sensible heat flux are applied, $H_{night} = -20, 0$ and 10 Wm$^{-2}$. The latent heat flux forcing is unchanged in these runs.

Figure 4.8 shows the evolution of the boundary-layer top for the three forcings shown in Figure 4.7. When $H_{night}$ is increased from $-20$ Wm$^{-2}$ to $0$ Wm$^{-2}$ the model diagnosed boundary-layer top no longer collapses during the night and therefore the tracer does not accumulate in the lowest model level as there is mixing over a greater depth. There is little difference in boundary-layer top height between the experiments with $H_{night} =$
Chapter 4: Does boundary-layer type diagnosis affect the vertical distribution of pollutants?

Figure 4.6: The probability distribution function (PDF) of night-time (1800–0600 UTC) sensible heat flux values from the Met Office 4 km model for the grid point closest to Chilbolton and the grid point closest to King’s College London (based on hourly data from the period 01/03/2011 - 28/02/2012).

Figure 4.7: The surface flux forcing applied in experiments used to investigate the impact of varying the magnitude of the night-time sensible heat flux.

0 Wm$^{-2}$ and $H_{night} = 10$ Wm$^{-2}$. This is not unexpected as Carson’s model of the growth of the convective boundary layer (Carson, 1973) predicts the boundary-layer depth, $h$, in
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the absence of anti-cyclonic subsidence to have the following form

\[ h = \sqrt{\frac{2(1 + 2E)W}{\rho C_p \gamma}} \]  

(4.7)

where \( W \) is the total sensible heat accumulated in the atmosphere during the day, \( E \) is the entrainment fraction, \( \rho \) is the density of the air, \( C_p \) is the specific heat capacity of the air and \( \gamma \) is the lapse rate (e.g. \( \theta = \theta_0 + \gamma z \)). Therefore the boundary-layer depth is proportional to the square-root of the integral of the sensible heat flux, \( W \) and thus for a doubling of \( W \) the boundary-layer depth increases by a factor of \( \sqrt{2} \).

![Figure 4.8: The evolution of boundary-layer top height for \( H_{\text{night}} = -20 \text{ Wm}^{-2} \) (black line), \( H_{\text{night}} = 0 \text{ Wm}^{-2} \) (blue line) and \( H_{\text{night}} = 10 \text{ Wm}^{-2} \) (red line).](image)

Focusing on the evolution of the tracer concentration in the lowest model level, Figure 4.9 shows that as \( H_{\text{night}} \) is increased the diurnal cycle collapses and there is no longer any night-time accumulation. The peak concentration values for the \( H_{\text{night}} = 0 \text{ Wm}^{-2} \) experiments and the \( H_{\text{night}} = 10 \text{ Wm}^{-2} \) experiments are up to an order of magnitude smaller than the \( H_{\text{night}} = -20 \text{ Wm}^{-2} \) experiments for the longer decay times (3hr, 6hr, 12hr). Using 0200 UTC as a time that is representative of night, increasing decay time from 1hr to 12hr increases the level 1 concentrations by a factor of 2.5 - 5.5 depending on the \( H_{\text{night}} \) value. Changing the \( H_{\text{night}} \) forcing from \(-20 \text{ Wm}^{-2}\) to \(0 \text{ Wm}^{-2}\) reduces the level 1 concentration by a factor of 10 for decay times longer than 3hr. Increasing \( H_{\text{night}} \) forcing further to \(10 \text{ Wm}^{-2}\) only reduces the concentrations by a further 30 - 40% depending on the decay time. Thus changing the sign of the night-time sensible heat.
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flux has a larger impact than increasing the decay time of the tracer. Changing $H_{\text{night}}$ has little impact on day-time concentration values. For example the values are the same at hour 52 and hour 66 for all decay times.

![Figure 4.9: Diurnal evolution of tracer mass mixing ratio in model level 1 during days 3-5 for (a) $H_{\text{night}} = -20 \text{ Wm}^{-2}$, (b) $H_{\text{night}} = 0 \text{ Wm}^{-2}$ and (c) $H_{\text{night}} = 10 \text{ Wm}^{-2}$. Each panel shows each of the five different decay rates.](image)

Finally, associated with the a reduction in night-time surface tracer mixing-ratios is a corresponding increase in tracer mixing ratios above. This is a result of the conservation of mass in the SCM. Figure 4.10 shows the vertical profiles of tracer concentration as a function of decay time and $H_{\text{night}}$ at two representative times, 02 UTC (night) and 14 UTC (day), on day 3 of the simulations. As for the surface values, the full vertical profiles during the day are not sensitive to the value of $H_{\text{night}}$ whereas the night-time mass is redistributed throughout the depth of the residual layer as $H_{\text{night}}$ is increased. The non-zero mass mixing ratio seen above the surface in the $H_{\text{night}} = -20 \text{ Wm}^{-2}$ case is due to mixing from the previous day that has not yet decayed.
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In summary, the hypothesis that, for the same tracer emission and weather conditions, urban areas have a lower value of surface tracer concentrations is confirmed here using an idealised single column model. Changing the sign of the night-time surface sensible heat flux has a large impact on the surface concentrations, reducing them by at least a factor of 10. This is twice the impact of increasing the tracer decay time from 1hr to 12hr.

4.6 Effect of cloud type on vertical mixing

In this section, three sets of idealised experiments with cloud are run to test the impact of mixing associated with moist convection and cloud top radiative cooling, and thus
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Cloud type, on the vertical distribution of tracer. The surface forcing applied is the same as for the \( H_{\text{night}} = -20 \text{ Wm}^{-2} \) experiment in Section 4.5. Initial conditions used in this section are also the same as the experiments presented in Section 4.5 but with an initial moisture profile of 0.0035 g kg\(^{-1}\), from the surface to approximately 1km (see Figure 4.1 (b)). Note that idealised simulations of all 9 boundary layer types in Figure 2.1 were not performed due as the model is highly sensitive to initial conditions and these types were not possible to model in this setup.

The experiments performed are summarised in Table 4.1.

1. The first experiment is a **control** experiment where there are no modifications to the boundary-layer scheme.

2. The second experiment is initialised and forced in the same way as the **control** experiment but with the SCM code modified such that cumulus cloud cannot be diagnosed, thus cumulus-capped boundary-layer types (V and VI) cannot be diagnosed. Type VI will be diagnosed as type III (well mixed) and type V as type IV (decoupled stratocumulus). This experiment was conducted to identify the impact of misdiagnosing cumulus-capped boundary layers.

3. The final experiment is also forced and initialised in the same way as the **control** experiment but all top-down mixing has been switched off and therefore is equivalent to not diagnosing stratocumulus cloud. This experiment highlights the differences between type I (stable, no turbulent cloud) and type II (decoupled stratocumulus over a stable surface layer) in stable conditions and type III (well mixed) and type IV (decoupled stratocumulus) in unstable conditions.

4.6.1 **Control simulation**

Figure 4.11 shows the evolution of specific humidity, potential temperature, cloud fraction, diffusivity of heat, tracer distribution, boundary-layer depth and diagnosed

<table>
<thead>
<tr>
<th>Table 4.1: Summary of cloudy experiments performed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shorthand name</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td><strong>control</strong></td>
</tr>
<tr>
<td>no-cumulus</td>
</tr>
<tr>
<td>no-top-down</td>
</tr>
</tbody>
</table>
boundary-layer type for days 2–5 of the control simulation. As time evolves the specific humidity decreases (panel (a)) and the potential temperature increases slightly (panel (b)). The inversion capping the boundary layer rises due to the input of sensible heat from the surface forcings. Each day a boundary layer grows to a depth of approximately 2 km, as indicated by the white line. This is not always at the same height as the potential temperature inversion as the model definition of boundary-layer top in cumulus capped conditions is the height of the lifting condensation level (LCL). The cloud-top heights are instead limited by the temperature inversion, which is generally above the LCL.

Throughout the run there is cloud present (panel (c)). This takes the form of a layer of stratocumulus cloud at night which breaks up during the day to give a cumulus capped boundary layer. This transition from stratocumulus to cumulus cloud is reflected in the day-time boundary-layer type transition from type IV to type VI (panel (f)). The decoupled stratocumulus boundary-layer type is diagnosed consistently during the morning transition. This persistent diagnosis of type IV during the morning transition could be the reason for the peak in the frequency of type IV seen in Figure 3.4 panels (f) and (g).

As described in Section 4.4, the boundary-layer mixing is represented by a diffusion coefficient, $K_h$ (shown in panel (d)). For the control simulation, the diffusivity is dominated by non-local surface-driven mixing during the day and non-local top-down mixing associated with cloud top radiative cooling during the night. Note that the model considers stratocumulus cloud to be present only when cloud fraction is greater than 0.1 (Lock & Edwards, 2011).

Panel (e) shows the evolution of continuously-released passive tracer as in the previous section, with a decay time of 6 hours. As for the cloud free experiments there is an accumulation of tracer in the lowest model level during the night whilst the tracer in the residual layer above decays. The accumulated tracer is then mixed throughout the depth of the boundary layer during the day-time. As there are convective clouds present in this simulation, tracer is lofted above the model diagnosed boundary-layer top during days 3, 4 and 5 to give a bimodal vertical distribution of tracer. This vertical transport of tracer is done by the convection scheme. It essentially displaces some tracer from the model level below the boundary-layer top and redistributes it, in this case, in the two model levels above the boundary-layer top. As this mixing is performed by the convection scheme, and not the boundary-layer scheme, there is no associated mixing shown in the $K_h$ plot in panel (d), which represents the mixing done by the boundary-layer scheme only. It is interesting to note that no tracer is vented above the potential temperature
inversion into the free troposphere in this simulation.

Figure 4.11: The evolution for days 2–5 of the cloudy control run. (a) specific humidity, (b) potential temperature, (c) cloud fraction, (d) diffusivity, (e) tracer distribution (decay rate 6hr) and (f) boundary-layer type. In all panels the white line indicates the model-diagnosed boundary-layer top.

The effect of decay time on the vertical distribution of tracer has also been investigated in this cloudy situation. Figure 4.12 shows the distribution of tracer for five decay times ranging from 15 minutes to 12 hours. As expected from Section 4.5, the largest mass mixing ratios accumulated in the surface layer and vented above the boundary-layer top are by the tracer with the longest decay time, 12 hours. For significant amounts of tracer mixed up into the residual layer to persist to the next day a decay time of 12 hours is needed (panel (e)).

The venting-above the model diagnosed boundary layer occurs for all decay times (this
Figure 4.12: The tracer distribution evolution for days 2–5 of the 5 day cloudy run for decay time (a) 15 minutes, (b) 1 hour, (c) 3 hours, (d) 6 hours and (e) 12 hours.

is not visible in panels (a) and (b) due to the contour intervals used. Figure 4.13 shows the tracer concentration for all decay times at the height of the first model level above the diagnosed boundary-layer height for hour 60 of the control simulation. This hour was chosen as it is the first hour that transitions to type VI after the integrated column mass has reached equilibrium for all decay times. It shows that venting does occur for all decay times and it occurs in the timestep after the boundary layer has been diagnosed as cumulus capped. The typical mixing time due to convection, \( T \), can be approximated by \( T \approx \frac{h}{w_\ast} \) (Stull, 1988) where \( h \) is the depth of the boundary layer and \( w_\ast \) is the convective velocity scale, representing the strength of the updrafts of the largest eddies, which can be estimated, on dimensional grounds, as \( w_\ast = \left( \frac{gH}{\theta \rho C_p} h \right)^{\frac{1}{3}} \) (Stull, 1988). In this simula-
tion at time 60.25 hours, $w^*$ is approximately 1.9 m s$^{-1}$, which gives a convective time scale of approximately 17 minutes, which is comparable to the timestep of 15 minutes used here, and is therefore in agreement with the appearance of the bimodal vertical structure after a single timestep.

![Figure 4.13](image.png)  
**Figure 4.13:** The evolution of tracer concentration at 2036m (model level above boundary-layer top) for hour 60 of the no-cumulus run for decay times 15 minutes (black line), 1 hour (blue line), 3 hours (red line), 6 hours (green line) and (e) 12 hours (cyan line). The thick grey line indicates the time at which the boundary layer is first diagnosed as cumulus capped (type VI).

### 4.6.2 No-cumulus experiment

In this section the impact that cumulus convection has on the vertical distribution of tracer is investigated. This is achieved by modifying a condition in convection scheme in the SCM so that cumulus cloud cannot be diagnosed. The result is that cumulus-capped boundary layers (type VI) diagnosed in the control simulation of Section 4.6.1 are diagnosed instead as being well mixed in this experiment. This effectively switches off all cumulus-linked convection and therefore should highlight the differences expected if a cumulus-capped boundary layer (type V or VI) was misdiagnosed as a well-mixed boundary layer (type III) or decoupled stratocumulus (type IV). All forcings and initial conditions applied are as outlined in 4.6.1.
Figure 4.14 shows the evolution of specific humidity, potential temperature, cloud fraction, diffusivity of heat, tracer distribution, boundary-layer depth and diagnosed boundary-layer type for days 2–5 of the no-cumulus experiment. As in the control run with cumulus cloud there is a strong temperature inversion that caps the boundary layer (panel (b)) and limits the vertical extent of the boundary-layer cloud. The cloud present in this run is a thick layer of stratocumulus that increases in cloud fraction throughout the simulation (panel (c)). This increased cloud fraction is not seen in the control run as the stratocumulus cloud breaks up to give cumulus cloud during the day, thus the stratocumulus cloud layer has to build-up again each night. Associated with this thicker stratocumulus cloud there is enhanced top-down vertical mixing during each night (panel (d)). The day-time mixing is also enhanced.

The boundary-layer type diagnosed is shown in panel (f). As expected, there are no occurrences of the cumulus-capped boundary-layer type (type VI). The model-diagnosed boundary-layer top in this experiment is higher than that diagnosed in the control run, by as much as 40%, as the definition of boundary-layer top is different depending on the boundary-layer type diagnosed. If a well-mixed (type III) or a decoupled stratocumulus (type 4) boundary-layer type is diagnosed then the boundary-layer top is calculated using a parcel ascent method. However, if a cumulus-capped (type VI) boundary layer is diagnosed then the boundary-layer top is taken as the LCL.

The evolution of tracer concentration with 6 hour decay shown in Figure 4.14 (e) lacks the bimodal structure present in the control run, consistent with the fact that all mixing is performed by the boundary-layer scheme and not a combination of the boundary layer and convection scheme. However, as the boundary-layer top is higher in this simulation there is still tracer present at the same height that the tracer is elevated to in the control experiment. As the simulation progresses a shoulder appears in the night-time distribution of tracer. This is most pronounced during the night of day 4 and is due to the enhanced top-down mixing compared to the control run.

Figure 4.15 shows tracer concentration as a function of time for both the control run (solid lines) and the no-cumulus simulation for all decay times at specified model levels. Panel (a) shows near surface (10 m) concentrations. As expected, the largest surface concentrations are seen for the largest decay time (12 hours). During the day the concentrations for the non-cumulus experiment are lower than the control experiment by 10% due to the tracer being mixed over a larger depth as the boundary-layer top is higher. At night the boundary-layer top collapses to the lowest model level and the concentrations in both
Figure 4.14: As Figure 4.11 but for the no-cumulus experiment.

runs are the same until the boundary layer starts to grow in the morning transition. Once tracer has reached 730 m (panel(b)) day-time concentrations stay relatively constant. At night the tracer amount decays exponentially. The same behaviour can be seen at 1597 m (panel (c)). The evolution of the tracer concentration at 2797 m are more complicated as it takes time for the boundary layer to grow to this height. There is much more tracer at this level in the convection-turned off experiment than the control experiment, suggesting that boundary-layer mixing is more efficient than convection. This is true for all decay times. During days 3 and 4 the peak in tracer concentration in the control run lags the peak in the convection-off run by up to 6 hours.

The impact of convection on the vertical profile of tracer concentration can be seen in
Chapter 4: Does boundary-layer type diagnosis affect the vertical distribution of pollutants?

Figure 4.15: The evolution of tracer concentration for days 2–5 of the control run (solid lines) and no-cumulus run (dashed lines) at (a) 10 m, (b) 730 m, (c) 1597 m and (d) 2797 m. The colours indicate the different decay timescales.

Figure 4.16. During the afternoon, once the boundary layer has reached its maximum depth, the vertical profiles in the no-cumulus case becomes well mixed due to $K_{surf}$ being twice as large than in the control run. The no-cumulus case has lower concentrations at 1500 m due to the boundary-layer top being higher than in the control experiment. The tracer with the longest decay time has the highest concentrations throughout the depth of the boundary layer in all cases. The convective case has lower concentrations at boundary-layer top than the non-convective case. Panels (b)–(e) highlight the non-smooth nature of convective venting out of the boundary-layer. Again, the largest effects can been seen for the longest decay times. For decay times 3 hours and greater the effect of convection on the vertical profile can been seen well after convection has stopped (panel (f)). For a tracer with a decay time of 12 hours this effect persists throughout the day and can be seen for up to 8 hours in to the night.

In summary, the effect of misdiagnosing a cumulus-capped boundary layer as a well mixed boundary layer causes a slight decrease in near-surface tracer concentrations due to the tracer being mixed over a larger depth as the model diagnosed boundary-layer top is deeper in the no-cumulus case. The vertical profiles of tracer are more well-mixed in the no-convection case and have larger tracer mass mixing ratios above 2 km. Al-
though the tracer considered here is passive, the difference in vertical profile could have implications for chemistry within the boundary layer.

This is a counter intuitive result as in the *no-cumulus* case a source of mixing has been removed (i.e. convection) but the total mixing has increased. This is because the mixing associated with the cumulus slightly stabilises the potential temperature profile so that the cumulus cloud layer is stable to dry ascent but unstable to moist ascent. This prevents the boundary-layer scheme mixing into the cumulus layer. When the cumulus cloud is not permitted, as is in the *no-cumulus* experiment, the top part of the boundary layer is now as unstable as the rest of the boundary layer and boundary layer mixing acts strongly throughout the entire depth. It is important to note here that this is a model result and therefore depends on the model simulating the action of cumulus cloud correctly.
4.6.3 Top-down mixing turned off

Next, the impact that top-down mixing has on the vertical distribution of tracer is investigated. This is achieved by setting the $K_{Sc}^h$ term in the non-local mixing scheme to zero (Equation 4.2). This is intended to highlight the differences expected if a type II (decoupled stratocumulus over a stable layer) were misdiagnosed as a type I, as well as highlighting and the impact top-down mixing has in type III and type IV situations. Another motivation for this experiment is that not all models include a top-down mixing in their boundary-layer parameterisation scheme (e.g. Meteo-France which use a vertical mixing scheme based on a prognostic turbulence scheme derived from the Cuxart-Bougeault-Redelsperger proposal (Cuxart et al., 2000)). All forcings and initial conditions applied are as outlined in 4.6.1. As it is the effect of top-down mixing that is being investigated here, significant differences in the surface concentrations are not expected; however, it is expected that the top-down mixing will modify the vertical profile of tracer. It is also expected that differences seen will be larger at night in this comparison as this is the time that the top-down mixing from the stratocumulus dominates in the control experiment.

Figure 4.17 shows the evolution of specific humidity, potential temperature, cloud fraction, diffusivity of heat, tracer distribution, boundary-layer depth and diagnosed boundary-layer type for days 2–5 of the no-top-down experiment. As in the previous experiments presented there is a temperature inversion (panel (b)); however, in this case at night it is not as strong as in the control or no-cumulus simulations. Cloud (panel (c)) is present throughout the simulation but the cloud fractions are much less than those in previous experiments with the largest differences being during the night. Panel (d) shows the $K_h$ evolution, and as designed there is only a small amount of elevated mixing, but this is from the local scheme. The tracer evolution is similar to that in the control experiment. The boundary-layer type evolution is also similar to that in the control experiment (panel (f)). The type seems more transient on days 3 and 5 than the control experiment. It is this vacillation between cumulus-capped and well-mixed diagnosis that is responsible for the “bumpy” nature of the boundary-layer top on those days due to the change in boundary-layer top definition.

As predicted there is little difference in the near-surface concentrations of tracer between this experiment and the control during the night (1800–0600 UTC) and during the afternoon (1200–1800 UTC) (Figure 4.18 (a)). This is true for all tracer decay times. However, there are some large differences during the morning transition period, up to a factor of
2.5 on day 4, due to differences in the timing of boundary layer growth (the boundary layer in the no-top-down experiment starts to deepen later due to the diagnosis of a coupled boundary layer (III) rather than a decoupled (IV) one as in the control experiment). Higher up in the boundary layer (panels (b) and (c)) tracer concentrations in this experiment are slightly higher than the control run. The largest difference is seen for the longest decay time which is approximately a factor of 1.4 greater at 730 m. At 2797 m, there are smaller concentrations in this experiment until day 5 (panel (d)).

Throughout the night the top-down mixing grows and maintains a well-mixed residual layer in the control experiment. This is shown by the solid lines in Figure 4.19. When the top-down mixing is turned off the well-mixed layer does not develop so quickly.
Figure 4.18: The evolution of tracer concentration for days 2–5 of the control run (solid lines) and no-top-down run (dashed lines) at (a) 10 m, (b) 730 m, (c) 1597 m and (d) 2797 m. The colours indicate the different decay timescales.

Instead, the small amount of elevated shear mixing evolves a much shallower layer of well-mixed tracer, thus giving a pronounced “shoulder” in the vertical profile between the elevated mixed layer and the residual layer. Therefore, concentrations in the lower half of the boundary layer are higher than the control experiment by up to a factor of 1.25.

Figure 4.20 shows two day-time vertical profiles of tracer. The shape of the profile is not modified as much as in the night-time case as the day-time is dominated by surface-driven mixing. There are small differences in the magnitude of the tracer concentration that is linked to the difference in boundary-layer top due to the no-top-down simulation vacillation between type VI and type III.

To summarise the work in this section, the impact of turning off top-down mixing has little effect on near surface concentrations both in the day and night. However, significant differences in the vertical profile of tracer, up to a factor of 1.25 for 12 hour decay time, can be seen at night when top-down mixing is turned off, which may have implications for boundary-layer chemistry. As expected the differences seen were larger for tracers with longer decay times. Another interesting feature to note is that the lack of top-down mixing reduces boundary-layer temperatures by up to 2 K, which may be due to warm entrained air from the free troposphere not being mixed throughout the depth
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4.7 The impact of entrainment on the vertical distribution of tracer

In the remaining part of this chapter a comparison between a SCM run with boundary-layer top entrainment turned off will be compared to the control simulation. Turning off the boundary-layer top entrainment is achieved by setting \( w_e = 0 \) ms\(^{-1}\). Figure 4.21 shows \( w_e \) as a function of time for the control experiment and the no-entrainment experiment. All initial conditions and forcings applied are the same as the cloudy experiments presented in Section 4.6.

Figure 4.22 shows the evolution of specific humidity, potential temperature, cloud frac-
Chapter 4: Does boundary-layer type diagnosis affect the vertical distribution of pollutants?

Figure 4.20: The vertical profile of tracer concentration at (a) 12 UTC, (b) 16 UTC on day three of the control simulation (solid lines) and no-top-down run (dashed lines) for all decay times. The colours indicate the different decay timescales.

As the run progresses the boundary layer cools down, which may be attributed to warm tropospheric air not being entrained into the boundary layer in this simulation. As expected (Carson, 1973), the model-diagnosed boundary-layer top is, in general, lower in the entrainment-off experiment than the control cloudy experiment (see Figure 4.23). The

Figure 4.21: Entrainment velocity for days 2–5 of the control and entrainment-off runs.
maximum difference in boundary-layer top is over 2 km and this occurs on day 3 where there is a spike in the *entrainment-off* boundary-layer top at approximately 10 UTC before it settles down to a value lower than the *control* experiment. Similar behaviour is seen on day 2 and 4. This is due to the boundary-layer top definition used being different for different boundary-layer types. There does not appear to be a relationship between the magnitude of the difference in entrainment velocity between the two experiments considered here and the difference in boundary-layer top.

The difference in boundary-layer top height leads to a difference in cloud-top height, with the *entrainment-off* experiment having lower cloud top heights. In general, the column-integrated cloud fraction in the *entrainment-off* run is higher than in the *con-
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Figure 4.23: The evolution of boundary-layer depth for days 3–5 of the control and entrainment-off runs.

The control experiment with the largest differences seen at night (1800 UTC–0600 UTC). This supports the theory of Lilly (1968) that entrainment acts to break-up stratocumulus. However, even though the column-integrated cloud fraction is larger in the entrainment-off run, the vertical extent of the clouds at night is similar in both runs, and therefore contradicting the theory of stratocumulus deepening by entrainment proposed by Randall (1984). During the day the vertical extent of the cumulus cloud is larger in the entrainment-off simulation.

The night-time (1800 UTC–0600 UTC) boundary-layer types diagnosed are similar between the two experiments (mainly type II, stratocumulus over a stable surface layer). The type diagnosed during the morning transition is also the same, type IV (decoupled stratocumulus). The largest differences in type are the timing and frequency of the transition from decoupled stratocumulus (type IV) and well mixed (type III) to cumulus capped (type VI). The during days 3 and 5 the entrainment-off simulation flips between type III/IV and VI frequently (time step by time step in some cases) throughout the afternoon (1200 UTC–1800 UTC). However the converse is true on day 4. These differences in boundary-layer type may be due to differences in the boundary-layer cloud highlighted above.

Figure 4.24 panels (a) and (b) show the total diffusivity, $K_h$ in the entrainment-off and
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control experiment. There are differences between the two diffusivity profiles. During the day-time the entrainment-off case has larger values of diffusivity throughout the depth of the boundary layer coinciding with the spikes in boundary-layer height in the morning transition periods. This difference is due to increased diffusivity calculated using the local scheme and non-local surface scheme (see Figure 4.24 panels (d) and (f)). During the night-time there is more diffusivity from the stratocumulus cloud in the entrainment-off case. This is true for the local and non-local top-down mixing scheme from day 2 onwards. Along with an increased magnitude the shape of the diffusivity profile is more uniform in time than in the control experiment. This is most clearly seen by comparing hours 36–60 in panels (g) and (h).

As discussed above there are differences in the cloud fraction, boundary-layer type and

![Figure 4.24](image-url): (a) Total diffusivity of heat for days 2–5 for the control experiment. (b) As (a) but for entrainment-off. (c) Local diffusivity of heat for for days 2–5 for the control experiment. (d) As (c) but for entrainment-off. (e) Non-local surface driven diffusivity of heat for for days 2–5 for the control experiment. (f) As (e) but for entrainment-off. (g) Non-local top-down diffusivity of heat for for days 2–5 for the control experiment. (h) As (g) but for entrainment-off.
diffusivity profiles, but do these differences translate into differences in the vertical distribution of tracer? Figure 4.25 shows the evolution of tracer concentration with time for days 2–5 of the experiment at four levels in the column for a 6 hour decay time only. This decay time was chosen as a representative decay time; it is assumed the differences seen with varying decay time are the same as in shown in Section 4.6. Due to the lower boundary-layer top in the entrainment off experiment the near-surface (10 m) tracer concentrations (Figure 4.25 panel (a)) during the day-time are slightly higher, a factor of approximately 1.12, than in the control cloudy experiment. The differences seen during the morning transition period are also due the differences in boundary-layer top (seen in Figure 4.23). Similar behaviour is seen in panels (b) and (c) which show the concentration evolution at 730 m and 1597 m respectively, although the night-time exponential decay of tracer concentration is not as smooth in the entrainment-off experiment. This could be related to the differences in top-down mixing between the two experiments. Tracer does not reach 2797 m until day 5 in the entrainment-off experiment, again this is due to the boundary-layer top being lower in this experiment.

Vertical profiles of tracer concentration for specified times on day 3 are shown in Figure 4.26. Although the effect of differing boundary-layer top height is again apparent, the profiles from both experiments qualitatively have the same shape although the effects of convection on the tracer distribution seems less apparent in the entrainment-off case. The enhanced top-down mixing at 22 UTC in the entrainment off case has developed an elevated mixed layer that is not seen in the control cloud case. This mixed layer continues to deepen until tracer is well mixed throughout the depth of the boundary layer (approximately 0300 UTC).

To summarise entrainment has a small effect on near-surface concentrations due to the differences in boundary-layer top between the control and entrainment-off experiments. Qualitatively the shape of the vertical profile of tracer is the same in both the control and entrainment-off cases but the effect on convection is less prominent in the entrainment-off experiment. Although there is not a vast impact on tracer distribution, entrainment does impact the diffusivity profile, boundary-layer temperature and cloud fraction.

### 4.8 Impact on other variables

The experiments above have demonstrated that the misdiagnosis of unstable boundary-layer types (III, IV, V and VI) has little effect on near-surface concentrations of passive
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tracer. However, boundary-layer mixing can also impact other near surface variables, namely temperature and humidity. Figure 4.27 shows the 100m temperature for the four experiments presented above. Note that surface temperature was not used as they are calculated by extrapolation from the first model level using surface layer approximations. All simulations have a diurnal cycle in temperature with a the maximum diurnal range of approximately 10 K. The maximum day-time temperature is reached at 1400 UTC for all simulations.

The largest temperature difference seen is between that of the control simulation and the entrainment-off simulation, with a maximum temperature difference of approximately −3 K. This is expected as entrainment acts to warm the boundary layer, although it is

![Figure 4.25: The evolution of tracer concentration for days 2–5 of the control and entrainment-off runs at (a) 10 m, (b) 730 m, (c) 1597 m and (d) 2797 m for the 6 hour decay time only.](image)
important to note that completely switching off entrainment is not a realistic situation this is an upper limit on the temperature difference due to the entrainment process.

There are also differences between the control experiment and the no-cumulus and no-top-down mixing, although they are not as large as the differences seen in the entrainment-off simulation. In the top-down mixing off experiment the temperature can be up to 1 K cooler than the control experiment. This is due to the boundary-layer not being as well mixed as in the control case. The temperature differences seen in the no-cumulus simulation are much smaller (up to 0.5 K on day 5). From this it can be concluded that mis-diagnosing boundary-layer type can impact the forecasts of surface temperature. These
differences could be important for the prediction of frosts.

4.9 Conclusions and implications for air quality forecasting

To try and answer the question posed in the title of this chapter, whether boundary-layer type misdiagnosis affects the vertical distribution of pollutants, five sets of idealised single-column model experiments have been conducted. The experiments were run using the single-column set up of the Met Office Unified Model. Along with the impact of boundary-layer type the effect of tracer decay time on the vertical distribution of tracer was also investigated.

First, the simple clear skies case with the misdiagnosis of the sign of sensible heat flux was considered. It was found that if night-time sensible heat flux was increased from \(-20 \text{ Wm}^{-2}\) to \(0 \text{ Wm}^{-2}\) the surface concentration of tracer decreased by up to an order of magnitude due to the boundary-layer top collapsing at sunset. Increasing the sensible heat flux again to \(10 \text{ Wm}^{-2}\) only decreases the surface concentrations by a comparatively small amount. Having positive sensible heat flux at night is not uncommon in urban locations and this study suggests that for the same weather conditions and emissions, night-time tracer concentrations could be higher in rural areas than in cities. This effect
is greater for tracers with longer decay times. Nocturnal boundary layer behaviour also has a key role in determining the initial chemical conditions for photochemistry, e.g. ozone and NO$_2$ (Garland & Branson, 1976, Pisano et al., 1997, Doran et al., 2003 and Wang et al., 2006), thus the correct sensible heat flux diagnosis, and therefore the correct diagnosis of type I or type III, is important for pollution forecasts.

The inclusion of cloud in the idealised experiments gives the opportunity to investigate the impact of cumulus convection on the vertical distribution of pollutants. The mis-diagnosis of a cumulus-capped boundary layer as a well-mixed boundary layer results in slightly reduced surface concentrations due to the tracer being mixed over a greater depth. The vertical profile of tracer is also modified. As expected, the vertical profile is more well mixed and does not exhibit the distinct elevated tracer maximum that is seen in the cumulus-capped situation. For the longest decay time, 12 hours, the elevated tracer maximum can persist until the growth of the boundary layer on the next day. The differences in the vertical profiles of tracer could have implications for photochemistry as discussed above.

The impact of turning off top-down mixing, driven by cloud-top cooling, on the vertical distribution of tracer was also investigated. For stable conditions this is the difference between type I (stable surface layer) and type II (decoupled stratocumulus over a stable surface layer). During unstable conditions turning off top-down mixing is the difference between type IV (decoupled stratocumulus) and type III (well mixed). As this is a phenomena that takes place well above the surface, turning it off does not have an impact on surface level concentrations. However, it does have an impact on the vertical profile of tracer. At night the top-down mixing acts to keep the residual layer well mixed. This change in the vertical profile may affect the initial chemical conditions for photochemistry the following day. The effect is not as great during the day, as in this regime surface driven mixing dominates.

Entrainment is another important boundary layer process that affects boundary-layer growth and boundary-layer cloud. When entrainment is switched off the boundary layer is shallower. This has a small effect on surface concentrations due to the dilution effect. The removal of entrainment also reduces the surface temperature by up to 4 K. This is due to the lack of entrainment of warm tropospheric air. Although removing entrainment completely is not realistic, the entrainment parameterisation used in the Met Office UM is not easily verifiable by observations thus it is possible that the entrainment velocity could be significantly different to the values used in the model.
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To summarise, the misdiagnosis of boundary-layer type does have an impact on the vertical profile of tracer, but the impact on surface concentrations is small when the misdiagnosis concerns only unstable boundary-layer types. Surface concentrations may differ by an order of magnitude if the boundary-layer stability is wrongly diagnosed. In a model with interactive chemistry, such as the one being developed as part of the UKCA project, the differences in the vertical profile of particular pollutants may have significant impacts on the initial chemical set up for photochemistry the following day. Also, a study by Lin & McElroy (2010) found that the satellite retrievals of ozone and nitrogen dioxide are affected by the mixing scheme that is applied in the chemistry transport model. Although the surface concentration differences are small they could be important to the health of vulnerable people. It has also been found that the misdiagnosis of type can impact the near surface temperature, thus this could have an impact on surface temperature forecasts and the temperature bias that the operation forecasts exhibit (A. Lock, personal communication).

Immediate further work could be to investigate the impact of the final boundary-layer type, cumulus under a decoupled stratocumulus layer, on the vertical profile of tracer. More realistic case studies could be performed using large scale tendencies and observed surface forcings. This could be extended further by running the cases studies on the full 3D setup of the UM. The single column model could be used to investigate the impact of boundary-layer type misdiagnosis over the ocean. Potentially the decoupling may impact the tracer more over the ocean. In all the experiments presented above no tracer was vented above the temperature inversion marking the boundary between the boundary layer and the free troposphere. Further work could be done to design and conduct experiments to investigate the impact of venting of tracer by convection out of the boundary layer has on surface concentrations. Potentially the single column model could be used to investigate the stability of stratocumulus cloud to entrainment by controlling the equivalent potential temperature jump across the cloud top.
Chapter 5

Summary, discussion and future work

This thesis set out to better understand the role of boundary-layer mixing on the vertical distribution of pollutants in the atmosphere. In particular it aimed to answer the following four questions:

1. How can the atmospheric boundary layer be classified into distinct types using remote sensing measurements?

2. How well does the Met Office model compare with the observationally based classification of boundary-layer type over Chilbolton?

3. To what extent does the skill of a forecast of boundary-layer type in the Met Office model vary with leadtime and model resolution?

4. How does the diagnosis of boundary-layer type in the Met Office model affect the vertical distribution of pollutants in the atmosphere?

These questions have been answered through the development of a new algorithm classifies the boundary layer into distinct types using data from a Doppler lidar and sonic anemometer. This new algorithm was applied to 3 years of observational data from the Chilbolton Facility for Atmospheric and Radio Research (CFARR) and the first ever climatology of boundary-layer type was created. This observational classification of boundary-layer type was then used to assess forecasts of boundary-layer type by the Met Office numerical weather prediction model. The impact of boundary-layer type diagnosis on the vertical distribution of pollutants was assessed using idealised single column model experiments.
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5.1 Discussion of results

In Chapter 2 it was demonstrated that it is possible to classify the boundary layer into 9 different types using variables obtained from a continually operating vertically pointing Doppler lidar combined with surface sensible heat flux measurements. This new method has been applied to 3 years of data and the first climatology of boundary-layer type has been produced. This climatology exhibits clear diurnal and seasonal cycles which are dominated by variations in the surface sensible heat flux. The most common boundary-layer type is cloud-free stable boundary layer (30.0%). The most common unstable boundary-layer type is unstable cloud free (15.4%). Decoupled stratocumulus-capped boundary layers, which are little studied over land, occur 10.3% of the time. More cumulus capped boundary layers are diagnosed in spring and summer than in the winter. The most probable diurnal sequence of boundary-layer type has also been investigated. The most probable evolution is that of a cloud free boundary layer evolution, transitioning from stable to unstable depending on the sign of the sensible heat flux (6.4% of the period studied). The “textbook” continental boundary layer evolution of stable, well mixed, cumulus-capped, stable, occurring only 0.9% of the days studied over Chilbolton.

The skill of the UK Met Office 4 km and 12 km models at predicting boundary-layer type has been assessed using the observational time-series of boundary-layer type. There are some differences when the model and observational climatologies are compared, most notable is the prevalence of decoupled stratocumulus cloud and lack of cumulus cloud in the model. However, the seasonal and diurnal cycles seen in both the model and observations are not dissimilar. The most common boundary-layer type in both model and observations is a stable boundary layer. Contingency tables have been used to assess the model’s ability to forecast the correct boundary-layer type at the correct time. These tables have been used to assess the following decisions that are made in both the observed and modelled boundary-layer type diagnosis: stability, presence of cumulus cloud, presence of decoupled stratocumulus, presence of more than one layer of cloud and presence of decoupled stratocumulus cloud over a stable surface. The skill score used here was the Symmetric Extremal Dependence Index (SEDI) verification measure (Ferro & Stephenson, 2011). It was found that in the model the decision with the highest skill is stability. This means that the model correctly predicts the stable/unstable transitions. Predicting the presence of more than one layer of cloud given that cumulus is...
present has the lowest SEDI value. The three remaining decisions are not significantly more skillful than persistence.

The skill of predicting boundary-layer type is not affected by changing model resolution. This is presumably due to the same parameterisation schemes being applied in both of the model resolutions considered here. The top twenty diurnal evolution sequences were computed for the model and observations. The most common transition pattern in both the model and observations is a stable boundary layer transitioning to a well mixed boundary layer when the sensible heat flux changes sign and then back to stable at night.

A set of idealised single column model experiments with surface emissions of passive tracer were performed to assess the impact of boundary-layer type on the vertical distribution of pollutants. It was found that the largest impact on surface concentrations of tracer was the correct prediction of night-time sensible heat flux. Incorrectly predicting this as stable instead of unstable can lead to surface tracer concentrations being increased by an order of magnitude. Positive sensible heat flux at night is often observed in cities (Grimmond & Oke, 2002). The incorrect prediction of the sign of the city sensible heat flux would result in the over or under prediction of concentrations of pollutants that are harmful to human health. Also, several studies (Garland & Branson, 1976; Pisano et al., 1997; Doran et al., 2003; Wang et al., 2006) have found that the nocturnal boundary layer mixing can influence the initial chemical conditions for photochemistry and therefore influence the ozone and nitrogen oxide concentrations the following day.

Surprisingly, diagnosing cumulus-capped boundary layers instead of well-mixed boundary layers or stratocumulus-topped boundary layers results in slightly higher surface concentrations due to the model diagnosed boundary-layer top being lower in the cumulus-capped case. In the model the vertical transport by convection is less efficient than that achieved by the boundary layer mixing scheme for an equivalent depth of the atmosphere. Cumulus-capped layers also have a less well mixed vertical profile of tracer as the mixing by the convection scheme mixing above the diagnosed boundary-layer top results in higher concentrations at the bottom of the convective cloud than at the top. Diagnosing stratus cloud instead of stratocumulus cloud, and therefore not having any top-down mixing, does not have an impact on surface level concentrations as changes take place only close to boundary-layer top. There are significant differences in the vertical profile of tracer at night, as the residual layer is not well mixed when there is no top-down mixing. The effects are not as pronounced during the day as in this regime surface-driven mixing is also present. In all experiments the differences in
concentrations increased with tracer lifetime.

Entrainment is another important process that is parameterised in models and affects boundary layer growth and formation of boundary layer cloud. When entrainment is switched off in the model the boundary layer is shallower. This has a small effect on surface concentrations due to the dilution effect. However, a larger effect is the reduction of the 100 m temperature, up to 4 K, due to the lack of entrainment of warm tropospheric air. Although removing entrainment completely is not realistic, the entrainment parameterisation used in the Met Office UM is not easily verifiable by observations, and thus it is possible that the true atmospheric entrainment velocity could be significantly different to the values used in the model.

5.2 Future work

There is great potential to expand on the work presented in this thesis. Firstly, Doppler lidar and sonic anemometer data is now available to extend the climatology of boundary-layer type at Chilbolton presented in Chapter 2 by approximately two years. In addition, the algorithm could be applied to any other site that has a co-located Doppler lidar and sonic anemometer. The application could be on a case study or climatological basis. Another suitable location in the UK is the Met Office observational site at Cardington. This and other European sites, such as those used in Cloudnet (Illingworth et al., 2007), could be used to verify the climatology of boundary-layer type over land in a variety of locations. This extension would provide more information on the frequency of stratocumulus cloud over land.

The algorithm could also be used to investigate the impact of surface heterogeneity on boundary-layer mixing. An obvious dataset to use to test this would be that taken by the Advanced Climate Technology:Urban Atmospheric Laboratory (ACTUAL) project that has measurements in central London. This would enable the impact of positive sensible heat flux at night on boundary-layer mixing and structure. Other sites in the Atmospheric Radiation Measurement (ARM) program (Stokes & Schwartz, 1994) could give opportunities to examine case studies and create climatologies of marine (e.g. Azores) and tropical (e.g. Darwin) boundary layers. A climatology of marine boundary-layer cloud, especially stratocumulus which are important for the Earth’s radiation balance (Bony et al., 2006), could provide useful observational data to validate climate models. The most common diurnal transitions could be investigated for all these sites using the
method presented in Chapter 2.

The algorithm itself could be further developed to include radar data. This would enable cloud top height to be determined and thus remove the need for an intermediate data processing step for comparison to model data. This development would mean that its application would be less transferable to other observational sites. Small modifications could be made to output convective boundary-layer top, the top of the residual layer, cumulus and stratocumulus cloud base, the transition level in decoupled situations and the depth of penetration of cloud-top driven turbulence. It could also be extend to include the calculation of the turbulent kinetic energy dissipation rate (O'Connor et al., 2010) which would enable evaluations of the intensity of the turbulence predicted in NWP models.

The evaluation of the Met Office model could be extended by including other models in the operational suite (e.g. UKV that has 1.5 km resolution over the UK) and using a different observational site (e.g. Cardington). The evaluation performed in Chapter 3 compared the most probable observational boundary-layer type with the model boundary-layer type diagnosed at one particular timestep. Timestep-resolution model data or an ensemble of forecasts would enable the calculation of a model forecast of the probability of each boundary-layer type. This probabilistic forecast could then be compared to the observational probabilities by comparing the most probable model and observational type as in Chapter 3 techniques.

Both the climatological and SEDI verification performed on the Met Office model in Chapter 3 could be applied to any boundary-layer scheme that had a similar decision process for determining the boundary-layer mixing that needs to be applied. An example of one such scheme is the mass-flux eddy-diffusivity scheme used in the ECMWF operational model (Kohler et al., 2011). However, as discussed in Chapter 3 it is anticipated that the skill scores over the UK for other models may be lower than that of the Met Office model due to the lower skill at predicting the presence and diurnal cycle of boundary-layer clouds (Barrett et al., 2009; Hogan et al., 2009b).

The next step in the single column modelling work presented in Chapter 4 would be to design an experiment to test the impact of diagnosing a stratocumulus-capped layer with a cumulus layer underneath instead of a cumulus-capped layer. This experiment would be non-trivial to set up. Based on the results of the other sensitivity experiments it is not anticipated that the surface concentrations would differ greatly. However, the
presence of stratocumulus cloud means that there is top-down mixing occurring thus there may be a difference in the vertical profile of tracer. These experiments could be extended further to simulate the marine boundary layer. In this situation there is very little diurnal evolution in the surface fluxes and therefore in the boundary-layer height. Observations show that decoupled stratocumulus cloud is very common over the ocean and therefore there is potential for near surface concentrations to be impacted more than is seen over land.

Studies by Donnell et al. (2001), Agusti-Panareda et al. (2005), Dacre et al. (2007) and Sinclair et al. (2008) found that convection could vent pollutants above the boundary layer into the free troposphere. This venting could potentially enable pollutants to be transported on continental scales. In the experiments conducted in Chapter 4 venting of pollutants was seen above the model diagnosed boundary-layer top by the convection scheme. However, in cumulus-capped boundary layers the model definition of boundary-layer top is the LCL so venting above this level does not mean that the pollutants have escaped the boundary layer. It can be seen in Figure 4.11 that the tracer does not get above the strong temperature inversion which caps the boundary layer. Experiments could be designed to enable tracer to be vented and thus understand the impact of the venting on the surface concentrations of tracer. It is hypothesised that once vented there is no mechanism for the tracer to return in to the boundary layer and thus surface concentrations would be reduced.

However, lidar observations at Chilbolton and Leipzig of the ash plume produced by the 2010 eruption of Eyjafjallajökull showed the ash rapidly mix throughout the boundary layer as it descended (Dacre et al., 2011). Idealised experiments could be setup in the SCM to have a tracer source above the capping temperature inversion to investigate whether this tracer could be entrained into the boundary layer and to investigate the impact of boundary-layer type diagnosis on the possible entrainment.

A further extension would be to consider case study days that could be simulated using observed surface and large scale forcings. This would enable a comparison of the lidar observations and simulated diffusivity profiles. These simulations could also be used to assess the relative importance of horizontal advection and vertical mixing to the distribution of tracer. If enough case studies were performed it could be possible to identify weather regimes that could potentially give the largest differences in the vertical distribution of pollutants. It also may be possible to qualitatively compare modelled passive tracer distributions to observed radon profiles (Williams et al., 2011).
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The Met Office boundary-layer scheme categorises the boundary layer into seven different types (Lock & Edwards, 2011). The initial implementation of the scheme only had six categories as this was the number of ways that the different mixing types could be coupled. In the observational algorithm it was decided to have nine categories. An interesting aspect to study would be to determine how many boundary layer types there “should” be. Cluster analysis (Wilks, 1995) could be performed on observational parameters calculated by the algorithm. This technique has been used to group daily weather observations into synoptic types (Kalkstein et al., 1987) and grouping of forecast ensemble members (Tracton & Kalnay, 1993).

As boundary-layer type and thus the mixing parameterisation applied by models is so strongly dependent on the presence and type of cloud it is suggested that the focus should be on better predicting the boundary layer cloud type. Particular attention should be given to the diagnosis of cumulus cloud and the depth constraint that is currently applied. The 400m constraint that is currently applied is potentially missing up to 69% of cumulus cloud, which may be partly causing the low SEDI score for the presence of cumulus cloud. The improvement in boundary-layer cloud representation would also improve the understanding of cloud feedback that will be experienced in a warming climate. It is also possible that boundary-layer type diagnosis feeds back on the atmosphere and affects the evolution of the boundary-layer and thus boundary-layer clouds.

However, with model forecasts starting to be run at sub-1 km resolution larger eddies can be resolved. Thus another focus for research would be to assess how the boundary-layer scheme behaves at these resolutions and whether boundary-layer types are fit for purpose as higher and higher resolutions are used for weather forecasting. Another question to address is whether sharp distinctions between different boundary-layer types is realistic? From a data assimilation perspective switches are undesirable, however having a distinct number of types maybe the best approximation of the atmosphere. Data from Doppler lidars could be further exploited to not only determine discrete boundary-types but to determine diffusivity profiles based on long-term observations for a variety of different atmospheric conditions. This would remove the need to base the profiles used in models on results from large eddy simulations and limited in-situ balloon and aircraft measurements.
Appendix A

How to run the Met Office SCM (Vn 7.8) at the University of Reading

The Single Column Model version of the Unified model can be run locally at the University of Reading. The following instructions are a guide to how to do this. Further information about the SCM and the namelist used to specify input parameters and forcings can be found in the Unified Model Documentation Paper C9 (Wong, 2010).

- Request an account on PUMA at http://cms.ncas.ac.uk/index.php/component/chronocontact/?chronoformname=PUMA_Registration

- In the UMUI copy the working single column model job xgtce to form the basis of your job

- Copy the following files from /home/grenville/SCMDATA to your local space
  - spec3c_sw_cloud
  - spec3a_sw_hgem1_6oyblean
  - spec3c_lw_cloud
  - spec3a_lw_hadgem1_6onyb
  - gabs2_murkem_tracer_L63_UM78.nml (namelist)
  - L63_41km_20m_20_6km_qs_01 (vertical namelist)

- Take ownership of the UMUI job, by substituting your username in User Information and Submit Method → General Details

- In the UMUI change the file locations of the above files to where you have them located. Files 1&2 (above) are specified in Model Selection → Atmosphere → Sci-
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Scientific Parameters and Sections → Section by Section Choices → SW Radiation → Gen 2. Files 3 & 4 are specified in in Model Selection → Atmosphere → Scientific Parameters and Sections → Section by Section Choices → LW Radiation → Gen 2. The vertical name list is specified in Model Selection → Atmosphere → Model resolution and domain → Vertical. The main name list is specified in Model Selection → Atmosphere → Model resolution and domain → Single Column settings.

- Change output file location in the UMUI (same window as namelist location in UMUI)
- Change the output directory in the FCM Configuration → FCM Extract directories
- Before processing the job in the UMUI you need to set up password-less ssh for oak. In order to do this follow the general instructions at http://climate.ncas.ac.uk/ssh/ssh_agent.html where for local you should read puma and for remote read oak.
- Save, process and submit the job in the UMUI.
- To build the executable file model cd into the location of the extracted UM code on the local machine (my location is /home/username/SCUMlocal/umextracts/job_name/ummodel).
- Type . simon/um_local to setup your environment.
- Type fcm build (this will create a folder called bin with the executable inside). NOTE: this needs to be run on a 64 but machine.
- To run the model
  - cd to /home/username/umui_runs/job_name-number/
  - If you have setup the namelist to do netCDF output then type export LD_LIBRARY_PATH=/home/simon/data/rdata/build/netcdf/lib:$LD_LIBRARY_PATH
  - Type the location of Now run the executable file by entering its location at /home/username/SCUMlocal/umextracts/job_name/ummodel/bin/job_name.exe
- This should give you output in the form of a .dat file. The location of the main output file is given in an on-screen message. To output as a netCDF file add strm_format(1) = 4 to the &DIAGS section of the namelist.
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