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Abstract  

 

Winds and ocean surface gravity waves play a major role in many engineering and 

environmental issues both in the open ocean and in coastal zones. It is therefore essential to 

improve our knowledge on the spatial and temporal variability of the winds and the wave 

climate. This study aims at investigating this variability in the North Atlantic (66
o
N-10

o
S, 

100
o
W-10

o
E) for the period 1992-2009, from ECMWF re-analysis models, ERA-40, the 

recently released ERA-Interim and new long-term calibrated gridded satellite altimeter 

datasets developed at NOCS. ERA-Interim gives larger maximum values of wind speed 

compared to ERA-40 for the time period September 1992 – August 2002, but shows similar 

results for the four first modes of the Empirical Orthogonal Functions (EOFs). Maximum 

significant wave height (swh) is also increased in ERA-Interim but still underestimated in 

comparison to TOPEX data (January 1993 – August 2002). The first EOF from ERA-Interim 

explains 30% of the variance whereas the first EOF from the TOPEX data explains 22% of 

the variability. The principal components are correlated against the climatic indices of the 

North Atlantic Oscillation (NAO) and the East Atlantic Pattern (EAP). The satellite data of 

ERS-2 + Envisat dataset (May 1995 – December 2008) gives the strongest correlations and 

showed the first EOF is related to the EAP and the second EOF to the NAO. The NAO has 

much less of an influence on the first EOF in comparison to the shorter TOPEX data, 

suggesting an increase in the EAP’s influence on the dominant mode of variability or a 

decrease in the NAO’s influence in recent years. Large differences are observed between the 

two models and the satellite data for wave period. The spatial patterns are different between 

the two models, with the first EOF for ERA-40 explaining 47% of the variance and the first 

EOF for ERA-Interim accounting for only 27% of the variance. This is reduced to 14% with 

the TOPEX data and gives a different spatial pattern. The TOPEX data also showed the first 

EOF to be explained by the EAP and the second EOF by the NAO. The TOPEX + Jason-1 
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dataset (May 1995 – December 2008) shows a decrease of the NAO’s influence on the first 

EOF in recent times.  The wind speed in the North Atlantic in observed to show 

teleconnections from the tropical Pacific by correlating the anomalies against the Multivariate 

ENSO Index anomalies, as an area of positive correlation with r = 0.3, which is statistically 

significant at the 95% level, in the western tropical North Atlantic with a lag of 4-6 months 

occurs. These teleconnections are also observed in swh and wave period.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



6 

 

Contents 

 

Acknowledgements .................................................................................................................... 1 

Abstract ...................................................................................................................................... 4 

Contents ..................................................................................................................................... 6 

1. Project outline .................................................................................................................... 8 

2.  Introduction ........................................................................................................................... 8 

2.1. Modes of atmospheric variability ................................................................................. 14 

2.1.1. North Atlantic Oscillation ...................................................................................... 14 

2.1.2. East Atlantic Pattern .............................................................................................. 15 

2.1.3. El Niño Southern Oscillation ................................................................................. 16 

3. Data and Methods ................................................................................................................ 17 

3.1. Global ocean wave models ........................................................................................... 17 

3.1.1. ERA-40 .................................................................................................................. 18 

3.1.2. ERA-Interim .......................................................................................................... 20 

3.2. Satellite radar altimeters ............................................................................................... 21 

3.3. Climatologies ................................................................................................................ 24 

3.4. Empirical Orthogonal Function analysis ...................................................................... 25 

3.5. Climate indices.............................................................................................................. 26 

3.5.1. NAO and EAP........................................................................................................ 26 

3.5.2. Multivariate ENSO index ...................................................................................... 27 

3.6. Spatial correlations........................................................................................................ 27 

4. Results and discussion ......................................................................................................... 28 

4.1. Climatologies, monthly anomalies and standard deviations ......................................... 28 

4.1.1. ERA wind speed .................................................................................................... 28 

4.1.2. ERA swh ................................................................................................................ 30 

4.1.3. Altimeter swh ......................................................................................................... 33 

4.1.4. ERA mwp............................................................................................................... 36 

4.1.5. Altimeter Tz ............................................................................................................ 38 

4.2. EOFs ............................................................................................................................. 40 

4.2.1. ERA wind speed .................................................................................................... 40 

4.2.2. ERA swh ................................................................................................................ 45 

4.2.3. Altimeter swh ......................................................................................................... 50 



7 

 

4.2.4. ERA mwp............................................................................................................... 55 

4.2.5. Altimeter Tz ........................................................................................................... 60 

4.3. Spatial correlation of atmospheric modes ..................................................................... 64 

4.3.1. ERA wind speed .................................................................................................... 64 

4.3.2. ERA swh ................................................................................................................ 66 

4.3.3. Altimeter swh ......................................................................................................... 68 

4.3.4. ERA mwp............................................................................................................... 70 

4.3.5. Altimeter Tz ............................................................................................................ 72 

4.4. Spatial correlation with lagged MEI ............................................................................. 73 

4.4.1. wind speed ............................................................................................................. 73 

4.4.2. swh ......................................................................................................................... 75 

4.4.3. wave period ............................................................................................................ 76 

5. Conclusion ........................................................................................................................... 77 

References ................................................................................................................................ 83 

Appendices ............................................................................................................................... 91 

Appendix. 1. Notation .......................................................................................................... 91 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



8 

 

1. Project outline 

 

The aims of this study are: 

 

 To observe, understand and quantify the seasonal, interannual and decadal variability 

of the wind speeds and wave climate of the wave model datasets; ERA-40 and ERA-

Interim. 

 

 To examine possible differences between ERA-40 and ERA-Interim wind and wave 

data, as well as differences between 10 day versus 35 day repeat cycle altimeter 

datasets. 

 

 To see how the model data compare against satellite radar altimeter data from the 

TOPEX, Jason-1, ERS-2 and Envisat satellites, with methods such as Empirical 

Orthogonal Functions (EOFs) within the extended North Atlantic basin (66
o
N-10

o
S, 

100
o
W-10

o
E).  

 

 To obtain climate indices for the NAO, EAP and Multivariate ENSO index (MEI) and 

apply statistical tests, such as regression, to see if both the wave model data and 

satellite data is sensitive to the changing atmospheric conditions in the same way. 

2.  Introduction 

 

Climatological data on wind and wave processes are useful in many areas of study. 

Knowledge of the wave climate is useful for engineering design (e.g. ships and offshore 

platforms), shipping routes, locating surface slicks and air-sea fluxes which influence carbon 

uptake and release from the ocean (Krogstad and Barstow, 1999; Tucker and Pitt, 2001). 
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Winds are important for the mixing of nutrients and plankton and influencing the level of 

primary production, which affects whole ecosystems. Long term results can help assess the 

estimates of ocean-based renewable energy resources (Mackay et al, 2010). Reports of an 

apparent increase in wave height in the North East Atlantic in recent years, have aroused 

considerable interest, especially the threat of more extreme wave conditions due to global 

warming proposed from in-situ results (Grevemeyer et al, 2000; Wang et al, 2009) and 

general circulation models (Wang et al, 2004). 

 

The climatological wave parameters studied in this report are from global ocean wave model 

data sets and satellite radar altimeters. The main parameters of this study include; wind speed, 

significant wave height (swh) and wave period. These parameters will come from European 

Centre for Medium-range Weather Forecasting Wave Assimilation Model (ECMWF WAM) 

and satellite radar altimeter data. The area of study has been defined as 66
o
N-10

o
S, 110

o
W-

10
o
E, which is the North Atlantic slightly extended south, to investigate teleconnections from 

the tropical Pacific which may influence wind and wave variability. The time period of this 

study is from September 1992 - July 2009 for the full ERA-Interim data and May 1995 – 

December 2008 for the extended satellite data. Direct comparisons of the model data and 

satellite data span from September 1992 – August 2002 and January 1993 – August 2002, 

respectively.  

 

Global ocean wave models are driven by modelled and measured oceanic wind fields. 

Validated wave models can increase the available observations by interpretations and 

interpolations and allow evaluations of possible cause and effect of wind and wave variability 

(Woolf and Wolf, 2006). The wave models attempt to replicate the growth, decay and 

propagation of ocean waves based on input winds. The current state of the art of the science 
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of wave modelling can be found in Cavaleri et al (2007) and references therein. The wave 

model datasets used in this study are from the ECMWF Re-Analysis models (ERA-40 and 

ERA interim) (see http://www.ecmwf.int/research/era/do/get/index). The output from the 

wave model will be analysed to test whether it can replicate the seasonal and interannual 

variability of wind and wave data found from the satellite data. It should be noted that the Re-

analysis models assimilate ERS-2, Jason-1 and Envisat wind and wave data and therefore this 

has to be accounted for when making comparisons. A second aim is to link anomalous values 

over an area with anomalous climate indices to explain the variance patterns. 

 

The satellite radar altimeter is a nadir pointing radar that transmits pulses vertically 

downward and measures the time of travel, shape and power of the back-scattered signals. 

The satellites used in this study include the TOPEX, Jason-1, ERS-2 and Envisat, which have 

all been calibrated against buoy data (Cromwell and Gommenginger, 2009). The calibrated 

satellite data offer swh and the zero up-crossing wave period (Tz). In addition, the 10 day 

repeat cycle of TOPEX + Jason-1 will be compared to the 35 day repeat cycle of ERS-2 + 

Envisat. 

 

Young (1999) calculated the variability of wind speed and swh globally, based on different 

satellite altimeter products available at the time. This data was used to improve the raw data 

of the satellite products and compare them. However, the use of GEOSAT, TOPEX and ERS-

1 in the study only provides a relatively short period of data and do not show any change in 

the global wind and wave climate over the 10 years sampled by the various missions at that 

point in time. The time span of the data used in this study will allow comparisons to be made 

with the wind speeds from the modelled data and to increase the length of study, from 

Young’s 1985 – 1995 period. Chen et al (2003) has studied the spatial variability of global 
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winds from 1993-1998 with TOPEX altimeter data, but focused mainly in the Southern and 

Indian Ocean. Additional wind studies have been completed using Synthetic Aperture Radars 

(SAR) (Young, 1999b) as they can directly measure wind direction as well as wind speed. 

However, few studies have recently looked at wind variability from model data, especially 

ERA-interim which has only become available recently. The North Atlantic is known to have 

a very variable wind climate. Average wind speeds range from approximately 15.1m/s to 

7.9m/s in winter and summer, respectively (Young, 1999b). Wind variance is a very 

important influence for swh and wave period in the North Atlantic (Bauer and Weisse, 2000), 

due to atmospheric baroclinic instabilities, the passage of atmospheric fronts and location and 

intensity of storm tracks. Sterl and Caires (2005) have studied wind speed variability for each 

of the major basins using ERA-40 wind speeds. 

 

The availability of climatologies of swh has lead to more studies of its variability. Cotton et 

al (1997) showed using altimeter data on a global scale, that in one hemisphere if the wave 

climate is calmer than usual during a particular year, the wave climate is rougher in the other 

hemisphere, perhaps due to a planetary atmospheric mode and the influence of seasons. 

Longer time scale variability is common in certain areas which are subject to large changing 

atmospheric modes. The atmospheric modes represent the changing pressure patterns which 

affect wind speed on a range of time and space scales. Cotton and Challenor (1999) found 

large levels of spatial variability within most oceanic basins, as some regions show a rise in 

swh whereas others show a fall. Sasaki and Hibiya (2007) have recently used the ERA-40 re-

analysis wave data as well as TOPEX/Poseidon data to determine the interannual variability 

of swh during summertime in the western North Pacific. Most of the variability resulted from 

atmospheric forcing, as the first EOF was closely correlated with zonal wind anomalies 

within the NINO 3.4 region (Figure. 2.4.). This study also further evaluates the limitations of 
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ERA-40 data, which are useful when identifying the differences between ERA-40 and ERA-

Interim products.  

 

Wave model data have also been previously compared against in-situ and satellite data. Gulev 

et al (1998) compared datasets for the North Atlantic from 1979-1993. The in-situ 

observations were from mid latitudes and higher latitudes by Voluntary Observing Ships 

(VOS). The results showed that the WAM hindcast swh were overestimated by 0.1 to 0.3 m. 

Underestimations of the altimeter swh were also found by approximately 0.1-0.2m. However, 

data from VOS has to be used with caution. Wolf and Woolf (2006) have recently studied the 

North Atlantic wave field using a regional wave forecast model. They show influences from 

storm tracks to have a large effect of wave variability. Results from this study can be 

compared to data from the global wave models and to see if the same variability is present. 

Caires and Swail (2004) show trends of the changing wave climate in the North East Atlantic 

of approximately a 2.6cm/yr increase, whereas the mid-Atlantic shows a decrease of 

approximately 1.5cm/yr, during January, February and March in the time period of 1958-

1997. 

 

The variability of wave periods has only recently been studied using satellite altimeter data 

by Sykes (2005) in the North Atlantic for 11 years, 1993-2004. This included the parameters 

of: the mean wave period (Tm), peak wave period (Tp) and zero-upcrossing wave period (Tz) 

using altimeter data. Wave period climatologies have been studied by Young (1999) and Sterl 

and Caires (2005) who used the entire ERA-40 dataset. The longest waves are known to 

occur in the North Atlantic along the coasts of western Europe and are slightly shorter 

compared to those in the North West Pacific. The time period of this study, from 1992-2009 
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will allow use of the observations to test whether the wave period has become more or less 

variable in recent years. 

 

It has been known for a while that the North Atlantic Oscillation (NAO) and other modes of 

atmospheric variability influence the wave field across the North Atlantic mainly in the 

winter months, except for a few regions (Woolf et al, 2003). The North Atlantic is one of the 

most variable oceans in the world. It is not influenced by swell from the southern hemisphere 

due to its narrow basin size, unlike the other major oceans such as the Indian Ocean and 

Pacific Ocean (Sterl and Caires, 2005). This dissertation will focus on the North Atlantic, as 

have most previous studies (Bacon and Carter, 1991; Günther et al, 1998; Woolf et al 2002; 

Sykes 2005), and will seek to validate whether wave models can correctly reproduce the 

observed wave field dependence on the state of the Northern Atlantic Oscillation (NAO), 

East Atlantic Pattern (EAP) and possible teleconnections from El Niño Southern Oscillation 

(ENSO) and any other possible modes of atmospheric variability. 

 

Previous variability and climatologies of the entire ERA-40 dataset of swh, mean wave 

period (mwp) and wind speed has been studies by Sterl and Caires (2005) using the C-ERA-

40 dataset - a corrected version of the ERA-40 swh and mwp produced with KNMI 

(Koninklijk Nederlands Meteorologisch Instituut) to give the Web-based KNMI/ERA-40 

wave atlas (http://www.knmi.nl/onderzk/oceano/waves/era40/license.cgi), which reduced the 

root mean square (RMS) difference by validation from buoy data and satellite altimeter. They 

also removed some of the time inhomogeneities, which gave higher swh and mwp results, 

caused by the faulty ERS-1 which was assimilated.  
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2.1. Modes of atmospheric variability 

 

The state of the atmosphere greatly affects wave parameters because winds generate the 

waves. The changing pressure fields and temperature of the atmosphere affect the speed and 

direction of the wind. The directions of storm tracks are also influenced by the atmosphere 

and ocean. The atmospheric modes that will be investigated in this study are listed below: 

2.1.1. North Atlantic Oscillation  

 

The NAO relates to a distribution of atmospheric mass between the Icelandic low pressure 

centre and the Azores high pressure centre, throughout the year, which oscillates between two 

extreme phases given by the pressure gradient (Figure. 2.1.). This produces large changes in 

the mean wind speed and wind direction over the Atlantic, as well as the heat and moisture 

transport between the Atlantic and the neighbouring continents. NAO also influences the 

intensity and number of storms, their paths, and their weather, which can all affect wave 

parameters (Wallace and Gutzler, 1981; Hurrell and Deser, 2009). The positive phase of the 

NAO is associated with warmer and wetter conditions in Northern Europe and colder, drier 

weather conditions in South Europe during the winter months (Jones et al, 2003). As well as, 

the positive phase corresponds to stronger westerly winds across the Northern Atlantic 

(Hurrell and Van Loon, 1997; Wolf and Woolf, 2006). The negative phase causes the 

opposite weather patterns (Figure. 2.1). The NAO is variable on a range of space and time 

scales (Hurrell, 1995; Marshall et al, 2001; Wu and Liu, 2005). This variability can be seen in 

the position of the storm tracks across the North Atlantic, which has a great affect on wave 

parameters (Chang et al, 2002; Dupuis et al, 2006). 
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2.1.2. East Atlantic Pattern 

 

The EAP is the second most prominent mode of low-frequency variability over the North 

Atlantic, and appears as a major mode of variability throughout the year. The EAP is 

structurally similar to the NAO, and consists of a north-south dipole of anomaly centres 

spanning the North Atlantic from east to west (Josey and Marsh, 2005) (Figure. 2.2.). This 

arises due to changing sea level pressure which affects other surface parameters (Barnston 

and Livezey, 1987). 

 

The positive phase is associated with above average surface temperatures in Northern Europe 

for all months and above average precipitation over both northern Europe and Scandinavia. In 

addition, it is characterized by a strong negative pressure anomaly in the NE Atlantic, which 

moves to the centre of the basin from December to March (Lionello and Galati, 2008). The 

EAP shows very strong multi-decadal variability. 

 

 

Figure.   2.1. NAO and its affect on climate parameters. left, NAO positive. right, NAO negative. 

Images from Visbeck [http://www.ldeo.columbia.edu/NAO]. 
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2.1.3. El Niño Southern Oscillation 

 

The ENSO is the dominant mode of variability across the tropical Pacific and shows large 

variability interannually. It is caused by the change in wind speeds across the basin resulting 

from shifts in the movement of different atmospheric circulation patterns and is most 

dominant in the winter months (Wyrtki, 1975) (Figure. 2.3.). Its variability can affect 

parameters globally by means of atmospheric processes, usually on the order of a few months 

and oceanic processes which can take years to decades to affect other basins (Burgers and 

Stephenson, 1998; Alexander et al, 2002; Wu and Hsieh, 2004; Taguchi and Hartmann, 2005; 

Liu and Alexander, 2007). These are known as teleconnections.  

 

 

 

 

 

 

 

 

 

 

 Figure.   2.3. A figure showing the atmospheric circulation and tilt of the thermocline during (left) El Niño 

and (right) La Niña. Tropical Atmosphere Ocean project (2000). 

Figure. 2.2. Temporal correlation between the monthly standardized height anomalies at each point and 

the monthly EAP for December-February 1960-2000. Trigo et al (2008). 
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The Pacific region is commonly broken down into smaller areas to study regional climate. 

(Figure. 2.4.) These areas are often used for teleconnection studies. Anomalous wind speeds 

in the tropical Pacific can results in anomalous wind speeds in the North Atlantic by means of 

the atmospheric bridge. Energy and wave propagation transport signals as the atmosphere 

acts as a ‘bridge’ between basins. An initial change in the tropical Pacific can affect the 

regular Hadley cell circulation – the zonal atmospheric cell located approximately 0-30°N 

and 0-30°S. The anomalous signal can then be transported to the tropical Atlantic by 

atmospheric planetary waves and eddy-mean flow interactions and affect surface parameters. 

The anomalous results can be present months after the El Niño event due to the slow 

feedback time of the ocean parameters from the atmosphere, such as its effects on sea surface 

temperature and evaporation which affect wind speed.   

 

 

 

 

 

 

 

 

 

3. Data and Methods 

3.1. Global ocean wave models 

 

The wave model data is provided from ECMWF WAM. The WAM model output is the two-

dimensional wave energy spectrum ),( fF where f is the frequency and   is the direction, 

obtained at each grid point by integrating the wave energy balance equation (Komen et al, 

Figure. 2.4.   A map of the NINO regions which are most commonly analysed. Gold Gate Weather Services. 

(2000). 
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1994; Semedo et al, 2009). From these spectra several derived integrated wave parameters 

can be obtained. This provides the parameters of significant wave height (swh) and mean 

wave period (mwp); this is based on the −1 spectral moment, m−1/m0 (Caries et al, 2005). 

This is also known as the energy period (Te) (Mackay et al, 2008) (Appendix. 1.). The 

atmospheric model provides u wind velocity at 10m height and v wind velocity at 10m. These 

were converted into wind speeds by squaring both components and taking the square route of 

their sum. The two model dataset which I will be using are ERA-40 and ERA-Interim. ERA-

40 is a global analysis which describes the state of the atmosphere and ocean-wave conditions 

from mid-1957 to mid-2002, 45 years worth of data. ERA-Interim as the name suggests is an 

interim re-analysis, for the period 1989-present, in preparation for the next generation re-

analysis to replace ERA-40. I downloaded ERA-40 and ERA-Interim datasets of daily files at 

00:00 [data from: http://data.ecmwf.int/data/] on the 1
st
 October 2009. The area of study has 

been defined as 66
o
N-10

o
S, 110

o
W-10

o
E, which is the North Atlantic slightly extended south. 

The time period of this study is 1992-2009. The ERA-40 data used spans from September 

1992 – August 2002 whereas, the ERA-Interim data used is from September 1992 – July 

2009. 

3.1.1. ERA-40 

 

ERA-40 is a second generation re-analysis and the first re-analysis to use an ocean-wave 

model coupled with an atmospheric model. The data is compiled using ECMWF's Integrated 

Forecasting System (IFS) (Simmons and Hollingsworth, 2002) with an updated 3D 

variational data assimilation (Andersson et al, 1998; Caires and Sterl, 2003). The model 

switched to 4D variational data assimilation in November 1997 (Rabier et al. 2000). The data 

assimilated into the model has changed over time with an increase in satellite input onwards  

from 1970s, a recent increase in airborne observations and ocean buoys (Figure. 3.3.).. In the 

later years it assimilated scatterometer and Special Sensor Microwave Imager (SSM/I) data. 
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It assimilates data from ERS-1 after December 1991 and ERS-2 after June 1996 of ocean 

wave heights and surface wind speeds (Sasaki and Hibiya, 2007). In addition, a decreasing 

 

 

 

 

 

 

 

 

 

 

 

number of radiosonde data used was from 1980s onwards (Uppala et al, 2005).  The freely 

available ERA-40 wave re-analysis covers the globe with a resolution of 2.5
o
 x 2.5

o
 latitude 

and longitude. It covers the time period from September 1957 – August 2002 at 6 hour 

intervals. Due to the grid spacing of the data, the North Atlantic extends from 67.5°N-10°S, 

110
o
W-10

o
E. 

 

The WAM (Komen et al, 1994) is forced by hourly winds from the latest 6-hour forecast 

instead of by the analyzed winds (Janssen et al, 2002). The ERA-40 output comprises the full 

directional wave spectrum.  The swh is computed as 4 times the square root of the 0-order 

spectral moment (Uppala et al, 2005) (Appendix. 1.). It should be noted that data of swh and 

mwp have inhomogeneities from Dec 1991 – May 1993 due to the assimilation of faulty 

ERS-1 Fast Delivery Product (Bauer and Staabs, 1998).  

Figure. 3.3. Chronology of types of observation assimilated in ERA-40. See Uppala et al (2005) 

for acronyms  
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3.1.2. ERA-Interim 

 

ERA-Interim is the most recent re-analysis provided by ECMWF. It is based on a slightly 

different IFS to that of ERA-40. It contains some improvements on ERA-40 such as the 

complete use of four-dimensional variational data assimilation (Berrisford et al, 2009). ERA-

Interim is the first re-analysis using adaptive and fully automated bias corrections of satellite 

radiance observations (Dee and Uppala, 2008). It uses the latest cycle of an updated 

atmospheric model (IFS Cy31r1/2) which includes increased pressure levels and additional 

cloud parameters, taking an advantage of improved model physics (Simmons et al, 2007) (for 

more information of the Integrated Forecast System see 

http://www.ecmwf.int/research/ifsdocs/index.html). ERA-Interim has built on the satellite 

data assimilation in ERA-40 and includes recent satellite data such as altimeter wave heights; 

a new ERS altimeter wave height dataset has been acquired, providing data of more uniform 

quality than the fast delivery dataset used from August 1991 onward in ERA-40. ERS-2 was 

assimilated from May 1995 – July 2003 and there are now ongoing assimilations from 

Envisat and Jason-1 which started in July 2003 and October 2003, respectively. The model 

also assimilates new wind observations from Meteosat reprocessed winds. Internal validation 

of the ocean wave height analysis produced with ERA-Interim also indicates a higher degree 

of homogeneity. An updated version of WAM includes a revised formulation of ocean wave 

dissipation which has reduced the RMS error in Tz against buoy data and shows they are 

stable and much smaller than in ERA-40 (Bidlot et al, 2007). Also there is reduced 10 m 

wind speed bias over extratropical ocean areas in the northern hemisphere (Uppala et al, 

2008). For the complete ECMWF users (not the free online version) ERA-Interim is able to 

resolve 30 wave frequencies and 24 wave directions which are higher than the complete 

ERA-40 resolution; 25 frequencies and 12 directions. 



21 

 

The data was downloaded for the whole time period of September 1992 – July 2009 of daily 

files with a resolution of 1.5
o
 x 1.5

o
 latitude and longitude. Due to the grid spacing the North 

Atlantic section is from 66°N-10°S and extends to 111°W and 10.5°E, instead of 110°W, 

10°E. 

3.2. Satellite radar altimeters 

  

I will be using 4 satellite radar altimeter datasets, including dual frequency altimeters on 

TOPEX (TOPographic EXperiment), Jason-1, Envisat (Environmental satellite) and the 

single frequency altimeter on ERS-2 (European Remote Sensing satellite). TOPEX and 

Jason-1 use the C band (5.3 GHz) and Ku band (13.6 GHz) to measure sea surface height, 

whereas Envisat uses the Ku and S band (3.2 GHz). The lower frequency band is used to 

account and correct for ionospheric delays in Ku-band range measurements (Robinson, 2004). 

ERS-2 samples in the Ku band only. Dual frequencies are more accurate than mono frequency 

altimeters (Robinson, 2004).  These altimeters sample along track approximately every 

second. The satellites offer different spatial resolution to the model data. ERS-2 and Envisat 

have a 35 day repeat cycle and offer higher across track spatial resolution of the sea surface 

in comparison to TOPEX and Jason-1 which have a 10 day repeat cycle and offer a lower 

across track spatial resolution. The different satellites therefore trade higher spatial resolution 

for a longer re-visit time. ERS-2 and Envisat give three times the spatial resolution compared 

to TOPEX and Jason-1 but only offer one measurement per month. Whereas, TOPEX and 

Jason-1 give three measurements per month and are likely to pick up more high frequency 

variability. I will examine which type of space sampling gives the more accurate result. The 

along track results will be gridded in using a 2D Gaussian function (Cromwell and 

Gommenginger, 2009) to produce monthly global averages. The altimeter results are 

calibrated with buoy data used with a maximum separation in time of 30 minutes and spatial 
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separation of up to 100km using orthogonal distance regression (Cheng and Van Ness, 1999). 

I will then extract data for the area of study (66°N-10°S, 110°W-10°E).  

The altimeter works by sending out a nadir directed pulse of microwave radiation 

continuously along its track which reflects back from the sea surface as backscattered return. 

The return can then be used to obtain geophysical properties of the ocean (Fu and Cazenave, 

2001).  The backscattered power (σ
o
) is given by the amplitude of the return pulse which is 

used to estimate wind speed. As wind speed increases the surface becomes rougher and larger 

waves are produced. This results in more of the signal being reflected away from the 

altimeter and lower amplitude return (Figure. 3.1.) 

 

 

 

 

 

 

 

 

 

The slope of the leading edge of the return pulse changes as the pulse is reflected by an 

uneven surface and decreases with increasing swh (Figure. 3.1.). The stretching effect of the 

signal is caused by the time delay of returns from the wave crest first and the wave trough 

later. swh is defined as four times the square root of the variance of the sea surface elevation 

(Appendix. 1.). 

Figure. 3.1. Schematic of the satellite radar altimeter and what geophysical properties can be obtained from it. 

(Adapted from Sykes, 2005) 
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Wave period can be calculated indirectly as a model based on an algorithm from swh and σ
0  

(Hwang et al, 1998; Davis et al, 1998; Gommenginger et al, 2003; Quilfen et al, 2004; 

Mackay et al, 2008). The definition of wave period depends on the way it is measured. Tz is 

now mostly studied with altimeters and can be defined as the mean of the time interval 

between 2 successive up-crossings of the mean water level (Tucker and Pitt, 2001), where Tz 

is defined as 2/ mmo  (Appendix. 1.) Gommenginger et al (2003) developed a simple 

empirical model to retrieve wave period using the Ku-band with RMS difference from buoys 

of 0.8s. They relate σ
0 

to the inverse of the mean square slope of long ocean waves (Barrick, 

1974) and use buoy data for validation. The model was found to work best for wind driven 

waves. Quilfen et al (2004) proposed an improved model taking into account the Ku band, 

swh, σ
0
 and sea state maturity; this reduced the RMS difference to 0.69s for Tz with buoy 

data. The model is valid for σ
0
 up to 16 dB; however, it is limited measuring high wave 

period waves. Mackay et al (2008) present the most recent and accurate model for calculating 

wave period from altimeters. They create a parametric model with different equations for σ
0
 

below 13 dB and greater than 13 dB. This reduces the RMS difference of the Quilfen et al 

(2004) model by 15% (Figure. 3.2.). Mackay et al (2008) use a large collocated data set of 

altimeter and buoy measurements, to validate their study, similar to Caires et al (2005). 

 

 

 

 

 

 

 

 

 

Figure. 3.2. Histogram of buoy and altimeter Tz. G03 is the Gommenginger et al (2003) model, Q04 is the Quilfen 

et al (2004) model and the 2-peice is the Mackay et al (2008) model. (data is σ
0
 < 16 dB with comparison with Q04). 

Mackay et al (2008). 



24 

 

3.3. Climatologies 

 

Monthly climatologies were produced by firstly creating monthly files from the daily files for 

the model data and taking the mean of those months. Secondly, from the mean value for a 

particular month I subtracted the long term mean for that month, in the time series for all the 

parameters in both the altimeter data and ERA model data, to remove the seasonal cycle and 

give monthly anomalies; ERA-40 September 1992 – August 2002 and ERA-Interim 

September 1992 – July 2009. I also created these for the ERA-Interim dataset from Sep 1992 

– August 2002 for a direct comparison between the two model datasets. I calculated the 

standard deviations (std) for the monthly climatologies in the full ERA-Interim dataset as a 

simple measure of the interannual variability.  

 

I produced monthly climatologies and anomalies for swh and Tz from TOPEX for the time 

period January 1993 – August 2002 as the closest direct comparison to the model data. The 

entire TOPEX data spans from January 1993 – October 2005.  I also produced longer satellite 

time series datasets from May 1995 – December 2008. Firstly, TOPEX (May 1995 – 

December 2002) + Jason-1 (January 2003 – December 2008) (tx-j1 hereafter). For reference 

the Jason-1 time period is February 2002 – December 2009 (although the data has only been 

calibrated with buoy data up to December 2008). To compare this with altimeters with a 

longer re-visit time and higher spatial resolution I used ERS-2 (May 1995 – December 2002) 

+ Envisat (January 2003 – December 2008) (e2-n1 hereafter). ERS-2 data starts in May 1995, 

so the results do not extend further beyond this and extends to September 2003. The full 

Envisat data is available from October 2002 to September 2009. The ERS-2 Tz was shown to 

give negative values in the Great Lakes therefore there were replaces with NaN’s similar to 
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the land. The results can also loosely be related to the full ERA-Interim dataset and show a 

recent change in the wave climate from the earlier TOPEX data.  

 

The difference in resolution between the datasets is ignored and the location of values is of 

more importance. This will allow for an easier visual comparison between the model and 

satellite datasets. 

 

3.4. Empirical Orthogonal Function analysis 

 

EOFs provide a compact description of the spatial temporal variability of data series in terms 

of orthogonal functions (Emery and Thomson, 2001). The low order EOFs (the first few 

orthogonal functions) can sometimes be interpreted as natural modes of variation of the 

observed system, such as atmospheric patterns/oscillations (Storch and Francis, 2001). The 

EOFs can be mapped as spatial patterns of variability and the associated time series – referred 

to as principal components (PC) - each of which describes the time evolution of the 

corresponding spatial structure (Preisendorfer, 1988). One should be aware that the EOF 

analysis is a mathematical construct of mutually orthogonal eigen-vectors. There is no 

guarantee that they represent a physical or dynamic mode in the climate system (Dommenget 

and Latif, 2002).   

 

The first 4 EOFs will be studied as they will allow for a visual comparison between the 

datasets. The first 4 EOFs are likely to show the atmospheric modes (section 2.1) and are 

expected to explain a large percentage of the variance.  

 

 



26 

 

3.5. Climate indices 

 

Climate indices will be correlated against the PCs from the EOFs with time to observe if the 

atmospheric modes can explain the observed variability in the wind and wave field. The 

atmospheric modes of the NAO and EAP will be correlated against the first and second EOF 

as they are likely to explain the dominant and secondary mode of variability. It was noticed 

than the first and second EOFs of wave period showed poor correlation with either the NAO 

or EAP, however the spatial pattern of the third EOF looked similar to the NAO so I included 

this in the correlation. If the correlation is statistically significant at the 95% confidence 

interval this will be displayed on the plot.   

In addition, monthly anomaly plots of a particular parameter will be regressed against a 

climatic index anomaly in space to observe how the correlation varies in the extended North 

Atlantic basin of 66°N-10°S, 110°W-10°E. 

3.5.1. NAO and EAP 

 

The Monthly indices of the NAO and EAP were downloaded from the National 

Oceanographic and Atmospheric Administration Climate Prediction Centre (NOAA CPC) 

[ftp://ftp.cpc.ncep.noaa.gov/wd52dg/data/indices/tele_index.nh]. The NAO indices are 

derived from the rotated principal component analysis (RPCA) used by Barnston and Livezey 

(1987).  This method isolates the primary teleconnection patterns for all months and allows a 

time series to be constructed. The RPCA is applied to monthly mean standardized 500-mb 

height anomalies obtained from NOAA’s Climate Data Assimilation System (CDAS) in the 

analysis region 20°N-90°N between January 1950 and December 2000. The anomalies are 

standardized by the 1950-2000 base period monthly means and standard deviations, which 

uses a three month window. The 12 sets of rotated modes - one for each mode - revealed ten 

dominant teleconnection patterns. The primary mode represents the NAO and the secondary 

mode represents the EAP, these will be used in this study.  
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3.5.2. Multivariate ENSO index 

 

The  Multivariate ENSO index (MEI) created by Wolter and Timlin (1993) uses six main 

observed variables across the tropical Pacific: sea level pressure, zonal and meridional 

components of surface wind, sea surface temperature, surface air temperature and total 

cloudiness fraction of the sky 

[http://www.esrl.noaa.gov/psd//people/klaus.wolter/MEI/table.html]. Each field is set into 

clusters (Wolter, 1987) and the total variance of each field is normalised. The first PC on the 

co-variance matrix of all six fields combined creates the MEI which is given as twelve sliding 

bi-monthly values. 

3.6. Spatial correlations 

 

Each monthly climate index anomaly was regressed to the monthly model parameter anomaly 

at each grid cell of my North Atlantic basin for the whole time series of ERA-Interim (Woolf 

et al, 2002). The MEI was lagged up to 3.5 years – approximately half the period of ENSO 

events - to observe the changing teleconnection patterns into the North Atlantic. In addition, I 

did this with the most accurate satellite data for swh and Tz to complement the model data. 

 

I carry out cross-correlations on time series of climate index anomalies and parameter 

anomalies, where the error estimates for the correlations are at the 95% confidence level, 

where the null hypothesis assumes that there is no correlation between each pair of time 

series. The effective degrees of freedom is calculated for each pair of time series, where the 

coherence and autocorrelation of the data is taken into account when estimating the degrees 

of freedom (Emery and Thomson, 2001). 
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4. Results and discussion 

 

4.1. Climatologies, monthly anomalies and standard deviations 

 

4.1.1. ERA wind speed 

 

The climatology of wind speed from ERA-40 is shown in (ERA40_wind_clim.mov). The 

wind speed shows a pattern of zonal bands which alternate from high to low. The peak wind 

speeds can be found north of 35°N in January and February with values of 12-13 m/s and 

reach a low in August in the 30°N band at 3 m/s. The band of high wind speed at 50-60°N 

moves slightly north eastward in February. The summer months show alternating zonal bands 

of low and high values.  

The anomalous results in ERA40_wind_anom.mov show wind speed is the most spatial 

variable parameter in the North Atlantic. The anomalous values are present all year round and 

all in the basin of the North Atlantic. The winter months show the largest change in wind 

speed compared to the summer months. The large anomalous areas in particular months are 

closely related to the anomalous swh months (ERA40_swh_anom.mov) but the links with 

mwp are not obvious (ERA40_mwp_anom.mov). 

A slightly higher wind speed in ERA-Interim for the time period of September 1992 – August 

2002 can be observed in the climatology of September at 55°N, 40°W but only by 

approximately 0.1-0.2 m/s (ERAint_wind_clim_short.mov). The difference in wind speed 

between the two models is largest in April by ~0.2 m/s, north of 40°N.  

There are only minor differences between the two models in terms of their respective 

monthly anomalies (ERAint_wind_anom_short.mov). In September 1992 ERA-Interim 

gives slightly lower values of wind speed in the central North Atlantic and higher values of 

wind speed across 10°N. In other months the North Atlantic wind speeds are very similar 
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however, they differ between 10°N-10°S the most as ERA-Interim gives slightly larger 

values of 0.5-1 m/s in February 1994. 

The full ERA-Interim climatology (ERAint_wind_clim.mov) shows a wind speed maximum 

in December at 50°N, 40°W and February of 12 m/s which is slightly smaller than the shorter 

ERA-Interim climatology. This suggests there has been a slight decrease in winter wind 

speed during the 2000s in comparison to the 1990s. The summer months show similar wind 

speeds for both time series.  

The monthly anomalies of ERA-Interim wind speed after August 2002 show December 2002 

has zonal bands of higher than normal wind speed at 50°N, lower at 35°N and higher again at 

20°N (ERAint_wind_anom.mov). A large change in wind speed is obvious in March 2005 

as some areas show increases of 2.5m whereas others show a decrease of 2.5m. February 

2009 shows in increase in wind speed in the north east of up to 2.5 m/s and a decrease of 1.5 

m/s in the south 

The std of the monthly climatologies from the full ERA-Interim dataset is shown in 

ERAint_wind_std.mov. February gives the largest variation north of 40°N and east of 40°W 

at > 1.5 m/s. July shows the lowest std value throughout the extended North Atlantic with 

values as low as 0.2 m/s whereas the north east region in the winter months shows the largest 

variability. The maximum std in ERA-Interim is similar to the maximum std obtained by 

Sterl and Caires (2005) for the ERA-40 dataset from 1971-2000. However, the differences 

occur in the location of maximum std. February shows less of an increase north of the British 

Isles and more south west to 50°N, 20°W, showing a change in the location the maximum 

variability in February.  

The maximum wind speeds occur in the winter months in the northern region as the 

prevailing westerlies are at their strongest (Chen et al, 2003). The trade winds in the south 
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part of the basin and near the equator are low all year round and therefore wind speed does 

not deviate greatly from its low speed (Chen et al, 2002). The anomalous months arise due to 

changes in atmospheric modes, which are studied with EOFs (4.2.1.). The accuracy of the 

wind speed has a large influence on how accurate the wave field is. There are strong links of 

anomalous wind speed to anomalous swh but not so for anomalous mwp.  

The climatologies from ERA-40 and ERA-Interim show the data are very similar except for 

minor increases in maximum wind speed in ERA-Interim. The increase in resolution of ERA-

Interim may be allowing for better resolution of the most extreme and intense storm events 

and explaining the larger values (Wolf and Woolf, 2006). However, the maximum wind 

speeds of ERA-Interim are still lower than those obtained from satellite data. Sterl et al 

(1998) found that ERA-40 winds are too low in areas of higher wind speeds by forcing the 

WAM with the ERA-40 winds and comparing against altimeter swh observations. The wind 

speeds of ERA-40 are also underestimated in comparison to other re-analysis winds; National 

Centres for Environmental Protection/National Centre for Atmospheric Research 

(NCEP/NCAR) (Wolf and Woolf, 2006) and ERA-15 (Sterl et al, 1998; Uppala, 2005). In 

January ERA-Interim gives a maximum of 13 m/s where as Young (1999b) obtained 15.1 m/s 

and ERA-Interim also gives slightly lower wind speeds of 6.5 m/s compared to the minimum 

wind speeds obtained by Young (1999b) of 7.9 m/s, albeit a slightly different time period. 

4.1.2. ERA swh 

 

The animation of ERA-40 swh climatology from September 1992 – August 2002 is shown in 

ERA_40_swh_clim.mov. The northern region of the North Atlantic above 30°N shows the 

most dynamic change throughout the year. The area south of 30°N has little variability, 

approximately 1-2m throughout the year. The swh is greatest in the winter months and the 

maximum swh occurs in January as values reach 5m. In February the area of greatest swh is 
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shifted north eastwards to 58°N, 20°W. The lowest swh occurs in August as it ranges 

between 1.5m and 2.5m throughout the North Atlantic. The Mediterranean and North Sea 

show very low values and do not show as much variability compared to the surrounding 

offshore areas. The swh in the Mediterranean reaches a maximum of approximately 1.2m in 

December whereas, a maximum of 3m in February for the North Sea. 

The anomalous months are shown in ERA_40_swh_anom.mov. January 1993 shows a large 

decrease in swh of -1.5m around the British Isles, whereas in February 1993 there is an 

anomalously high area at 48°N, 16°W. The summer months show negligible changes. In 

December 1993 a high appears at 38°N, 22°W of 1m as well as a low around the south west 

of the British Isles of -1m. January 1996 also shows large areas of high swh along with areas 

of low swh similar to December 1993. January 1997 shows an increase in swh to the west of 

Ireland. February 1997 shows a large decrease to the south west of Ireland and March shows 

lower swh in the northern region.  

The ERA-Interim swh animation on the same time scale as the ERA-40 data is shown in 

ERAint_swh_clim_short.mov. The September climatology of the ERA-Interim dataset gives 

slightly higher values of approximately 0.1-0.2m in the northern region of the North Atlantic 

compared to ERA-40. January shows the largest difference in maximum swh between the two 

model datasets. The values are approximately 0.3m higher and the location extends further 

north eastwards to 60°N, 12°W in ERA-Interim. In February the high values extends slightly 

more south westwards. The swh lows are of similar values and at similar locations in both 

model datasets. Lower values are also present at the coastal locations in comparison to ERA-

40; this can be seen clearly off the east coast of North America in the winter months. 

The slight difference in anomalous results can be seen in February 1993 

(ERAint_swh_anom_short.mov). The area of highest swh is much larger in ERA-Interim. 
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March 1993 shows greater values of swh in ERA-Interim. However, some months show more 

of decrease of swh in ERA-Interim such as March 1994 around Ireland.  

The swh climatology for the whole ERA-Interim data set September 1992 – July 2009 can be 

found in ERAint_swh_clim.mov. The maximum swh area in December and January slightly 

decreases in size for the extended time series in comparison to the September 1992 – August 

2002. The maximum swh in February decreases by 0.3m showing a calming of the North 

Atlantic winter months in recent years whereas the summer months are very similar.  

Monthly anomalies of swh from ERA-Interim can be found in ERAint_swh_anom.mov. The 

anomalous months up to August 2002 are similar to those obtained in the shorter time series 

but are calculated from a different climatology. I will therefore only comment on anomalous 

months after this date. November 2002 shows a large decrease in swh of up to -1.5m at 50°N, 

25°W. In February 2004 there is an increase in swh of over 1m in the central northern region. 

The swh climate is highly variable in March 2005 as a dividing line emerges from the tip of 

Greenland to North West Spain. The winter of 2009 only shows slight changes from the 

climatology in swh as January is 0.8m lower in the north east region and February is higher in 

the same region by approximately 1m. 

The std of the ERA-Interim swh can be found in ERAint_swh_std.mov. The animation 

shows standard deviation is low from May to September, as the std does not surpass 0.3m, 

especially in the tropical zone as the winds are not variable (Baxevani et al, 2007). In January 

high variability can be seen on the edge of the Hebridean shelf just north west of the British 

Isles (Woolf et al, 2003). February has the greatest variability as std reaches 1m, 20% of the 

mean. South of 30°N shows little variability in all months as std does not become larger than 

0.3m. The results are similar to Wolf et al (2002) who studied the time period of August 1991 

– February 2000, however, the maximum variability in February is slightly more southwards.   
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4.1.3. Altimeter swh 

 

The climatology of swh calculated from TOPEX for the time period of January 1993 – 

August 2002 is shown in tx_swh_clim_short.mov. The swh is greatest in January as it 

reaches almost 5.8m, larger than the model dataset by ~0.6m. The TOPEX data also gives 

larger maximum swh results in February by ~0.6m. The swh is smallest in August with 

values of 2m across the entire North Atlantic, similar to the model data. The Mediterranean 

region in the satellite data shows a maximum of 2.8m, slightly larger than ERA-Interim and 

ERA-40 approximately 2.5m and 2m, respectively in the winter months. The monthly 

anomalies show some amount of trackiness in the data as the different altimeter passes 

produce slightly different results within a month (tx_swh_anom_short.mov). This becomes 

even clearer in comparison to the model data (ERAint_swh_anom_short.mov).  

The longer satellite time series data from TOPEX (May 1995 – December 2002) + Jason-1 

(January 2003 – December 2008) swh climatology is given in tx_j1_swh_clim.mov. The 

maximum swh slightly decreases in February in comparison to the earlier TOPEX dataset, 

which furthers the slight decrease in swh in winter months in recent years by ~0.2m. The 

monthly anomalies from the dataset are shown in tx_j1_swh_anom.mov.  

The swh climatology for the satellite dataset of ERS-2 (May 1995 – December 2002) + 

Envisat (January 2003 – December 2008) is given in e2_n1_swh_clim.mov and 

e2_n1_swh_anom.mov shows the monthly anomalies. The results between the different 

satellite climatologies show tx-j1 give slightly larger maximum swh values of up to 0.1m in 

September in comparison to e2-n1 north of 45°N and east of 50°W. e2-n1 gives slightly 

larger swh in December north of the British Isles, whereas tx-j1 gives slightly larger values in 

the northern region in January and February, however swh in April – August are similar. The 
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differences in anomalous months are likely to arise from the slightly different monthly 

climatologies. 

The winter months show the largest swh and most variability as the NAO can be at its most 

extreme phase, throughout the year. The resultant redistribution of pressure masses increase 

wind speed in the North Atlantic. An increase in zonal wind during the NAO positive state 

increases the amount of time in which the waves are built up and also causes an increase in 

storminess (Wolf and Woolf, 2006). The magnitude of swh is also influenced by swell 

components which arise from the frequency and intensity of distant storms (Trenberth et al, 

2007; Trigo et al, 2008). swh is low around the equator due to the minimum wind values in 

the trade wind belts which cause the waves to be dispersive (Young, 1999b). The location of 

the anomalous areas can be explained to some extent by the behaviour of the NAO 

throughout the 1990s (Woolf et al, 2002) as the NAO switched from positive to a negative 

state around winter 1996. The EAP is also known to have a large affect on the wave climate 

in more recent years. Sykes (2005) found towards the end of his time series of 1992-2004 the 

EAP had more of an influence whereas the NAO has less of an influence on the winter 

months. The swh anomalies are closely related to the wind speed anomalies, which shows the 

strong relation that wind speed has in driving the waves. In the north west and northern North 

Atlantic the wind speed seems to play a more significant role in determining the wave height 

than does the fetch (Young, 1999). However, this is not always valid especially when the 

wind speed anomalies are not significant. 

 

The larger values in ERA-Interim compared to ERA-40 are likely to be more accurate as the 

satellite data shows larger values for the maximum swh. ERA-40 and ERA-Interim assimilate 

altimeter wave height therefore do not allow for a direct comparison to the altimeter data 

(Greenslade and Young, 2004; Greenslade and Young, 2005). However, I can compare how 
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the re-analysis model maps the data homogenously in time and space in comparison to the 

actual satellite data.  Other studies show that the maximum model swh is underestimated. 

Sykes (2005) showed that swh climatology of 1993-2004 in the winter reached up to 6m 

using altimeter data. In addition, Young (1999b) showed the northern region of the North 

Atlantic to have a swh up to 6m in the winter months from the climatology of 1991-1999 

using altimeter data. The low ERA-40 wind speeds in the Mediterranean are likely to have 

caused the reduced ERA-40 swh in comparison to altimeter data (Ponce de Leon, 2008). 

The model climatology results are similar to other studies of ERA-40 swh on an extended 

time series from 1971-2000 (Sterl and Caires, 2005) showing the swh from September 1992 – 

August 2002 has not deviated much from this. However, Sterl and Caires (2005) noticed that 

the results were lower than altimeter results especially in the winter months. An investigation 

into the ERA-40 swh data showed that a faulty fast deliver product (FDP) from ERS-1 wave 

height data, which is assimilated into the model caused swh below 3m to be overestimated 

and those above 3m to be underestimated. This was slightly improved after June 1996 as the 

FDP from the ERS-2 assimilation gave better swh results especially in the tropics (Sterl and 

Caries, 2005). This led to Sterl and Caires (2005) creating the C-ERA-40 dataset from 1970-

2000. 
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4.1.4. ERA mwp 

 

The largest change in mwp can be observed in the North East Atlantic throughout the year 

which ranges from approximately 11s in January to 7s in July (ERA40_mwp_clim.mov). 

Most variability occurs north of 20°N and there is a clear cut off of high mwp values west of 

Barbados at 15°N, 60°W. mwp reaches its maximum in the north east region in January with 

a build up and wind down 3 months either side. mwp is higher in the eastern North Atlantic 

compared to the western North Atlantic in all months. mwp in the Southern hemisphere has a 

maximum of 9-10s off of the South West African coast during the summer months (Young, 

1999). The North Sea, Mediterranean and the Caribbean Sea show a lower mwp than the 

surrounding open water all year round. The tropical East Pacific has a very high mwp with its 

lowest of 9.5s in September and its highest values of 12s in May. 

The whole basin shows variability throughout the year (ERA40_mwp_anom.mov). From 

September 1992 - June 1993 a large decrease in mwp can be observed across the whole 

region of the North Atlantic. After June 1993 a large increase in mwp occurs off of the east 

coast of America with an increase of 2s which extends eastwards until December 1993. In 

December 1998 there is a large decrease in mwp in the north east region of -1.5s. December 

2000 shows a decrease in mwp in the eastern region.  

The short ERA-Interim dataset shows a lower mwp for a small area in the Pacific region by 

1-2s in October compared with the ERA-40 dataset (ERAint_mwp_clim_short.mov). This 

area is even larger in size during November and December up to 3s. The increased resolution 

is likely to have resolved the Galapagos Islands and its effect in decreasing mwp. Much lower 

values can be observed in coastal regions. In February the mwp of approximately 10s extends 

slightly more westward than the ERA-40 values in the Central North Atlantic and the larger 
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mwp values extend from the North West African coast into the North Atlantic further in the 

ERA-Interim dataset in May. The summer months are similar in both model datasets.  

The differences in anomalous months are very large at the start of the time series between 

ERA-40 and ERA-Interim (ERAint_mwp_anom_short.mov). The largest difference occurs 

in the first few years from September 1992 - 1995 Here ERA-Interim gives larger values of 

up to 2 s and slightly different spatial patterns. However, ERA-Interim does give some lower 

values such as at the start of 1996. From 1998 onwards the models do not diverge so much in 

terms of spatial patterns but ERA-Interim still gives slightly larger positive anomalies. 

The mwp monthly climatologies from ERA-Interim September 1992 - July 2009 

(ERAint_mwp_clim.mov) shows little difference from the earlier time period of September 

1992 – August 2002 in contrast to the clear changes observed in wind speed and swh between 

the two time periods. 

The monthly anomalies are shown in ERAint_mwp_anom.mov. In winter 2003/2004 the 

eastern region is highly variable as the values alternate from a large decrease of 1.5 s in 

November to an increase of 1.5 s in December 2003, followed by a low of 1-1.5 s in the 

western region. February 2005 shows a large increase in mwp of 1.8 s in the eastern region 

where as March 2005 shows an extreme low of -2 s in the central region. February 2007 also 

shows a large decrease in mwp in the northern region of -2 s. 

The std of the monthly climatologies can be found in ERAint_mwp_std.mov. The summer 

months give the lowest std in the North Atlantic throughout the year with values less than 

0.5s. December shows the greatest variability in the east as std reaches 1 s and February 

shows a high std area around Spain. Hudson Bay and west of Greenland show spurious data. 

The results are similar to Sterl and Caires (2005) who studied 1971-2000 with the 1.5° x 1.5° 

3 hour ERA-40 dataset with only subtle changes in location of maximum mwp, such as the 
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maximum shifts slightly northwards from outside the Strait of Gibraltar in February of the 

recent time period. 

 

4.1.5. Altimeter Tz 

 

Before a comparison is made between the satellite and the model is it worth noting the subtle 

differences in the wave period measured. The model provides mwp defined as Te where as 

the satellites measure Tz (Appendix. 1.). Te is slightly larger than Tz as it is dependant of the 

form of the spectrum (Mackay et al, 2008). The climatology of Tz from the short TOPEX 

data is given in tx_tz_clim_short.mov. The data shows a large change in the mwp for the 

entire North Atlantic in the winter. The results are much smaller in the North East Atlantic 

and Pacific region with a maximum of 10s in January. The model data does not show as 

strong latitudinal variation of wave period compared to the satellite data. The summer months 

also show that the model data overestimates the wave period. The anomalous months are 

given in tx_tz_anom_short.mov. These are in fairly good agreement to the model data 

showing the annual changes in mwp from the models are relative 

(ERAint_mwp_anom_short.mov). 

The tx-j1 Tz climatology is shown in tx_j1_tz_clim.mov. The maximum Tz in the winter 

months from the later time series dataset is ~0.3s less than the earlier TOPEX dataset, 

showing a calmer wave climate in recent winter months, whereas, all other months are 

similar. The monthly anomalies are given in tx_j1_tz_anom.mov. 

The e2-n1 Tz climatology is given in e2_n1_tz_clim.mov and the monthly anomalies in 

e2_n1_tz_anom.mov. The results between the different satellite datasets show tx-j1 gives 

slightly larger maximum Tz results of approximately 0.1-0.2s in July, August, September and 
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October. In December, e2-n1 gives slightly larger maximum Tz values, whereas in January, 

February and March tx-j1 gives marginally larger results. The anomalous months also show 

observable changes throughout the entire time series and show more spurious data in the 

great lakes in the e2-n1 data. 

Swell conditions dominate the north and east regions of the North Atlantic. Wave period is 

greater in the east as the westerly winds across the North Atlantic have time to build up and 

create longer swell waves. The phase of the NAO influences the direction of winds and storm 

tracks in the winter months which increases wave period (Rogers, 1997). 

The results from this study show the mwp of ERA-40 and ERA-Interim are much larger than 

that obtained from satellite data by 1-2 in the East Atlantic. However, The mwp results are 

much larger than previous ERA-40 data used (Sterl and Caires et al, 2005) as their January 

climatology from the 1971-2000 period has a maximum of 9 s. Caires et al (2005) used the 

full ERA-40 dataset against the mean wave period (Tm) (Appendix. 1.) from altimeters for a 

global comparison with a resolution of 1.5° x 1.5°. They found that ERA-40 actually has a 

tendency to underestimate mwp in the North Atlantic and the highest errors occurred in the 

tropics. Previous comparisons against satellite data also highlight the large mwp values I 

obtained (Sykes, 2005). The free online dataset may possibly be giving larger mwp values in 

comparison to the full version with a 1.5° x 1.5° resolution.  

The large errors of mwp at the start of the time series until May 1993 are likely to have been 

caused by the faulty FDP (December 1991-May 1993) of ERS-1. The lowest route-mean-

square-error (rmse) mwp values with comparison to buoy data were obtained between 

January 1994 and May 1996 due to an uncalibrated FDP of ERS-1. After June 1996 ERS-2 

FDP is assimilated, which improved the wave field in the tropics (Sterl and Caries, 2005). 
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4.2. EOFs 

 

4.2.1. ERA wind speed 

 

The first 4 EOFs of wind speed from ERA-40 explain 13.4%, 8.5%, 5.8% and 5.5% of the 

variance, respectively (Figure. 4.2.1.). The first EOF shows a tri-pole structure from 

approximately 10°N to 60°N with a slight north east to south west tilt. The second EOF 

shows variability in the north east as a minimum can be seen at 40°N, 20°W, and a maximum 

in the very north east of the plot, a north-south dipole. There is also a slight minimum around 

10°N. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.2.1. The first 4 EOFs in ERA-40 wind speed 10°S-66°N, 110°W-10°E, September 1992 – 

August 2002 
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ERA-40 1992-2002 NAO EAP 

PC1 0.52 0.46 

PC2 0.35 -0.25 

 

 

 

The first PC associated with the first EOF of ERA-40 wind speed has a strong correlation 

with the NAO (Table. 4.2.1.). It is also correlated quite high with the EAP and both are 

significant at the 95% confidence level. The second PC also has more of an influence from 

the NAO than the EAP. It should be noted the correlation between NAO and EAP is 

approximately 0.1. 

 

The first 4 EOFs of wind speed from ERA-Interim September 1992 – August 2002 explain 

13.5%, 8.9%, 6.2% and 6% of the variance, respectively (Figure. 4.2.2.). The values are very 

similar between both models and all show similar patterns. 

Table. 4.2.1. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) and 

EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. Values of r in bold are 

statistically significant at the 5% significance level (i.e. 95% confidence level). 
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The correlations of the PCs associated with these EOFs against climate indices are similar to 

ERA-40 (Table. 4.2.2.). There are slightly stronger correlations of the second PC with the 

atmospheric modes compared to the ERA-40 data. 

The first 4 EOFs of wind speed from the full ERA-Interim dataset explain 12.8%, 8.3%, 5.3% 

and 4.9% of the variance, respectively (Figure. 4.2.3.). Note the change of sign in EOF 2 is 

arbitrary and in this case the negative value is placed with the PC instead.  

ERA-Interim 1992-2002 NAO EAP 

PC1 0.53 0.46 

PC2 -0.39 0.31 

Figure. 4.2.2. The first 4 EOFs in ERA-Interim wind speed 10°S-66°N, 110°W-10°E, 

September 1992 – August 2002 

Table. 4.2.2. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) and 

EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 
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Correlation of the first PC slightly declines against the atmospheric modes for the longer 

timer series (Table. 4.2.3. and Figure. 4.2.4.). The second PC is similarly correlated with the 

atmospheric modes as shorter time series (Figure. 4.2.5.). 

 

 

ERA-Interim 1992-2009 NAO EAP 

PC1 0.49 0.38 

PC2 -0.39 0.31 

Figure. 4.2.3. The first 4 EOFs in ERA-Interim wind speed 10°S-66°N, 110°W-10°E, September 1992 – 

July 2009 

Table. 4.2.3. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) and 

EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 
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The variability of the wind field shows a little more influence from the NAO than the EAP 

for the first two EOFs but does not separate these atmospheric forcings. The spatial pattern of 

the first EOF shows a typical NAO like tri-pole. The results are very similar to Sterl and 

Caires (2005) who use the 1.5° x 1.5° ERA-40 data set for the whole time-series (1957-2002) 

and also notice the slight north east south west tilt of the tri-pole, however their first EOF 

Figure. 4.2.4. Left, correlation of PC1 against NAO. Right, correlation against EAP 

Figure. 4.2.5. Left, correlation of PC2 against NAO. Right, correlation against EAP 
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explained more variance at 17.6%, possibly due to their more north eastward spatial area 

studied (80°N-0°N, 70°W-20°E). The spatial patterns are also comparable to Sykes (2005) 

who used altimeter data. He similarly found variance explained by the first EOF of 19%, but 

only studied the winter months and no further south than the Equator. Cotton et al (1997) 

found the PC of the first EOF mode to be correlated with the NAO with r = 0.78 also using 

the winter months and a slightly smaller area. Sykes (2005) was able to separate the NAO 

with the first EOF and the EAP with the second EOF. The spatial pattern for my second EOF 

is similar to Sterl and Caires (2005) but does not show such a marked north east – south west 

quad-pole. Again the second EOF explains a smaller percent of the variance in comparison to 

Sykes (2005) and Sterl and Caires (2005), as they calculate 11.3% and 12% respectively.  

 

4.2.2. ERA swh 

 

The first 4 EOFs of ERA-40 swh explain 31.8%, 18%, 11.9% and 7.4% of the variability, 

respectively (Figure. 4.2.6.). The spatial pattern of the first EOF shows a maximum to the 

west of the British Isles. The second EOF shows a strong north east – south west dipole 

located in the north east region. The positive area is located north of the British Isles and the 

minimum area is to the west of Spain. 
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The first PC is similar to wind speed and has high correlations with both the EAP and NAO, 

but the EAP is slightly stronger (Table. 4.2.4.). The second PC has a strong link with the 

NAO and is greatly reduced for the EAP. 

The first 4 EOFs of swh from the ERA-Interim September 1992 – August 2002 dataset 

explain 30.4%, 21.1%, 9.7% and 5.2% of the variance, respectively (Figure. 4.2.7.). The 

variances explained are similar to ERA-40 with a slight increase in the second EOF of 3%. 

The spatial patterns for the first two EOFs are similar whereas the spatial pattern of the third 

ERA-40 1992-2002 NAO EAP 

PC1 0.37 0.41 

PC2 0.41 -0.2 

Figure. 4.2.6. The first 4 EOFs in ERA-40 swh 10°S-66°N, 110°W-10°E, September 1992 – 

August 2002 

Table. 4.2.4. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) and 

EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 
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EOF in the ERA-Interim model is similar to the fourth EOF of ERA-40. The fourth EOF of 

ERA-Interim gives a new pattern of variability. 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

The first PC of swh from the ERA-Interim dataset has a stronger correlation to the EAP than 

ERA-40 by 0.09 (Table. 4.2.5.). The second PC has a stronger correlation with the NAO than 

ERA-40 and a weaker correlation with EAP. Suggesting that ERA-Interim is forced by the 

atmospheric modes present more accurately than ERA-40. 

ERA-Interim 1992-2002 NAO EAP 

PC1 -0.38 -0.5 

PC2 0.41 -0.2 

Figure. 4.2.7. The first 4 EOFs in ERA-Interim swh 10°S-66°N, 110°W-10°E, September 1992 – 

August 2002 

Table. 4.2.5. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) and 

EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 
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The first 4 EOFs from the full ERA-Interim dataset of swh explain 30.8%, 20.8%, 8.3% and 

4.8% of the variance, respectively (Figure. 4.2.8.). The spatial patterns of the first 4 EOFs are 

very similar with the shorter time scale.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The first PC has a similar strong correlation with EAP; however its correlation with the NAO 

is reduced compared to the shorter time span (Table. 4.2.6. and Figure. 4.2.9.). This suggests 

that the NAO’s forcing on the major variability of the wave field has reduced in recent times 

and the EAP’s influence has increased (Sykes, 2005). The positive phase of the EAP was 

ERA-Interim 1992-2009 NAO EAP 

PC1 -0.25 -0.5 

PC2 0.55 -0.11 

Figure. 4.2.8. The first 4 EOFs in ERA-Interim swh 10°S-66°N, 110°W-10°E, September 1992 – 

July 2009 

Table. 4.2.6. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) and 

EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 
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particularly strong and persistent during 1997-2004, when 3-month running mean values 

routinely averaged 1.0-2.0 standard deviations above normal (NOAA CPC, 2008). The 

second EOF has a similar correlation with the NAO of r = 0.55 and the EAP r = -0.11 

(Figure. 4.2.10.). 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

Figure. 4.2.9. Left, correlation of PC1 against NAO. Right, correlation against EAP 

Figure. 4.2.10. Left, correlation of PC2 against NAO. Right, correlation against EAP 
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4.2.3. Altimeter swh 

 

The first 4 EOFs for swh from the shortened TOPEX dataset of January 1993 – August 2003 

are shown in Figure. 4.2.11. The EOFs still show trackiness which is observed in the data. 

The percentage variance of the first EOF explained is 10% less than the ERA-Interim data of 

a similar time period at 21.6%; however the spatial pattern is similar. The second EOF 

explains 7% less of the variability at 13%, and shows a similar spatial pattern. The third EOF 

shows a reduction in the variability explained, showing the satellite data is picking up more 

modes of variability as the variance is likely to be increase at higher modes. The fourth EOF 

although explaining a similar percentage variance, gives a different spatial pattern. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.2.11. The first 4 EOFs in TOPEX swh 10°S-66°N, 110°W-10°E, January 1993 – August 

2002 
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The first PC has a fairly similar correlation with the NAO but gives a slightly weaker 

correlation for the EAP by 0.09 compared to ERA-Interim September 1992 – August 2002 

(Table. 4.2.7.). The second PC is correlated against the NAO less than the correlation in 

ERA-Interim by 0.13. The correlation against the EAP is only slightly different. 

The first 4 EOFs from tx-j1 show the percentage variance explained are fairly similar to the 

shorted TOPEX data, however, the fourth EOF gives a slightly different spatial pattern 

(Figure. 4.2.12.). 

 

 

 

 

 

 

 

 

 

 

 

TOPEX 1993-2002 NAO EAP 

PC1 0.35 0.41 

PC2 -0.42 0.14 

Figure. 4.2.12. The first 4 EOFs in TOPEX + Jason-1 swh 10°S-66°N, 110°W-10°E, May 1995 – 

December 2008 

Table. 4.2.7. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) and 

EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 
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The correlation of the first PC against NAO is greatly reduced in this longer series satellite 

data compared to the earlier TOPEX data (Table. 4.2.8.), whereas NAO’s correlation with 

PC2 has greatly increased. The correlation of PC1 against the EAP is only slightly larger and 

is slightly reduced against PC2. This implies the NAO has gone into a more negative phase in 

recent years as it now has more of an influence on the second mode of variability or the EAP 

has gone into a more positive phase and controls the main patterns of the wave parameters as 

it dominates the first mode of variability. 

 

In comparison to the tx-j1 satellite data the first 4 EOFs for e2-n1 are given in Figure. 4.2.13. 

The e2-n1 shows slightly more trackiness. There is a slight reduction of the second EOF to 

10.5%. The spatial patterns are fairly similar with only subtle differences in EOF 4.  

 

 

 

 

TOPEX + Jason-1 1995-2008 NAO EAP 

PC1 0.08 -0.58 

PC2 -0.48 0.08 

Table. 4.2.8. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) and 

EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 
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Table. 4.2.9. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) and 

EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Although the spatial patterns are the same there are observable differences in the correlation 

against the atmospheric modes. PC1 is less correlated with the NAO and PC2 is more 

correlated with the NAO (Table. 4.2.9.). The EAP is similarly correlated with PC1 but less 

with PC2. This shows the swh from the e2-n1 dataset are separating these two atmospheric 

modes better than tx-j1. 

ERS-2 + Envisat 1995-2008 NAO EAP 

PC1 0.001 -0.63 

PC2 -0.48 0.02 

Figure. 4.2.13. The first 4 EOFs in ERS-2 + Envisat swh 10°S-66°N, 110°W-10°E, May 1995 – 

December 2008 
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Specific studies of investigating swh variability in the North Atlantic with its relation to the 

NAO have previously used only the winter months (Dec, Jan, Feb and Mar) and a smaller 

region of 30°N–66°N, 80°W–10°E (Woolf et al, 2002). This gave a very high first EOF of 

41% and strong PC correlation with the Gibraltar-Iceland NAO index of r = 0.83. By 

observing an increased area of the Northern Atlantic the first 2 EOFs decreased the variance 

explained for both the model data and satellite data. Sykes (2005) also studied the winter 

months from 1992-2004 and found that EOF 1 was correlated with the NAO and EOF 2 

correlated with the EAP. As the area of study decreases to the North East Atlantic the 

influence of the NAO on the wave field becomes greater (Dodet et al, 2010). Results from 

Sterl and Caires (2005) who studied an area limited by the coordinates of 0°N-80°N, 70°W-

20°E
 
and the complete ERA-40 time series (1957 – 2002) obtained data showing the first 

EOF at 34.4%, with a peak situated at 45°N, 30°W and little variability for the rest of the 

basin with minor peaks in the North Sea and Mediterranean Sea. My research concurs with 

this pattern; they found the second EOF which explained 24% of the variance has a 

correlation of 0.8 with the NAO. Unfortunately they did not correlate the first EOF with any 

atmospheric modes. 

However, as the area of study in the North Atlantic expands south westwards and if all 

months of the year are studied and the time series is extended into the late 2000s, it seems the 

EAP has a larger influence on the wave field than the NAO. The satellite data and full ERA-

Interim data show that EOF 1 is more correlated with the EAP and EOF 2 with the NAO, 

although the magnitude of correlation of EOF 2 with the NAO is larger. This points out that 

the inter-annual variability of the EAP is larger than that of the NAO. There have only been a 

few recent studies which investigate the influence of the EAP on the North Atlantic wave 

field. Trigo et al (2008) and Lionello and Galati (2008) investigated the correlation of the 

EAP on the wave climate but not its influence on variability (see section 4.3.2.). Semedo et al 
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(2009) showed that correlation of his swh EOF 2 reduced from 0.85 against the NAO using 

the winter months to 0.56 in the summer months. 

4.2.4. ERA mwp 

 

The first EOF of mwp from ERA-40 explains a large amount of the variability at 46.7% 

(Figure. 4.2.14.). The spatial pattern shows a low peak in Hudson Bay and a high peak in the 

south east of the plot while other areas show high variability. The subsequent 3 EOFs account 

for 15.5%, 7.9% and 6% of the variability respectively. The second EOF shows a low in the 

North East Atlantic and a high in the Pacific region divided by the land and the third EOF 

shows strong variability in the North Atlantic as a dipole with a dividing line from the tip of 

Greenland to the West Coast of Africa.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.2.14. The first 4 EOFs in ERA-40 mwp 10°S-66°N, 110°W-10°E, September 1992 – 

August 2002 
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Table. 4.2.10. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) 

and EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 

 

 

 

 

 

 

 

 

The first and second PC of ERA-40 mwp have poor correlation with both the NAO and EAP 

(Table. 4.2.10.). The third PC has a NAO type spatial pattern and was therefore included in 

the correlation against the climatic indices. 

 

The first EOF for mwp from the ERA-Interim September 1992 – August 2002 dataset 

explains 26.2% of the variability (Figure. 4.2.15.), 20% less than the first EOF from the 

ERA-40 dataset and it shows a similar spatial pattern to the second EOF of ERA-40. The 

second EOF of ERA-Interim shows a new spatial pattern and explains 16.4% of the variance, 

1% more than ERA-40. The third EOFs are similar for both model datasets; however, ERA-

Interim explains 14.2% of the variability, approximately 7% more. The fourth EOF shows a 

similar spatial pattern to the fourth EOF in ERA-40 and explains 8.7%. 

 

 

 

 

ERA-40 1992-2002 NAO EAP 

PC1 -0.02 0.1 

PC2 -0.02 -0.08 

PC3 0.47 0.37 
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Table. 4.2.11. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) 

and EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The first PC shows similar correlation with the NAO and is slightly enhanced with the EAP 

but is still relatively low compared to ERA-40 (Table. 4.2.11.). The second PC gives stronger 

correlations with the atmospheric modes than ERA-40 but is still low. PC 3 has a stronger 

correlation with the NAO and a similar correlation with the EAP. 

ERA-Interim 1992-2002 NAO EAP 

PC1 -0.02 -0.25 

PC2 -0.16 0.22 

PC3 0.59 0.36 

Figure. 4.2.15. The first 4 EOFs in ERA-Interim mwp 10°S-66°N, 110°W-10°E, September 1992 – 

August 2002 
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Table. 4.2.12. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) 

and EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 

The first EOF from the full ERA-Interim mwp dataset explains 28.9% of the variance 

(Figure. 4.2.16.). The spatial pattern of this first EOF shows a minimum in the Pacific region 

and a maximum in the central Eastern North Atlantic. It has a pattern similar to EOF 2 from 

the shorter time series, September 1992 – August 2002. The second EOF explains 15.5% of 

the variability. The third EOF explains 13% of the variability and shows a north east to south 

west dipole and a minimum in the North Sea. The fourth EOF explains 7.9% of the 

variability. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ERA-Interim 1992-2009 NAO EAP 

PC1 -0.15 0.3 

PC2 0.2 -0.32 

PC3 0.56 0.32 

Figure. 4.2.16. The first 4 EOFs in ERA-Interim mwp 10°S-66°N, 110°W-10°E, September 1992 – 

July 2009 
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Table. 4.2.12. shows the correlations of the first two PC with the atmospheric modes are still 

low (Figure. 4.2.17.). The third PC has slightly less correlation with the NAO and EAP as r 

= 0.32 (Figure. 4.2.18.) compared to the shorter time series. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.2.17.  Left, correlation of PC1 against NAO. Right, correlation against EAP 

Figure. 4.2.18. Left, correlation of PC2 against NAO. Right, correlation against EAP 
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Table. 4.2.13. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) 

and EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 

4.2.5. Altimeter Tz 

 

The first 4 EOFs from the shortened TOPEX Tz explain 14.3%, 9.4%, 6.2% and 4.7% of 

variance, respectively (Figure. 4.2.19.), all much lower than the model data. The spatial 

pattern of EOF 2 looks similar to the third EOF from the model data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The first PC also has a similar correlation with the NAO but a much stronger correlation with 

the EAP compared to the model data (Table. 4.2.13.). The second PC has a much stronger 

TOPEX 1993-2002 NAO EAP 

PC1 0.26 0.41 

PC2 0.52 0.01 

PC3 -0.12 0.05 

Figure. 4.2.19. The first 4 EOFs in TOPEX Tz 10°S-66°N, 110°W-10°E, January 1993 – August 

2002 



61 

 

correlation with the NAO and a weaker correlation with the EAP. I also assessed the 

correlation of the third PC with the climate indices, similar to the study of the model data. 

These are much lower than the first two PCs as the climate indices already force the lower 

order EOFs. It is likely the satellite data are much more accurate as the results from the EOF 

analysis relate the wave period to the NAO and EAP similar to swh from the model and 

satellite data (see section 4.2.2.) whereas, the wave period given by the model does not.    

The first EOF from tx-j1 explains 2% more of the variance at 16.3% (Figure. 4.2.20.) EOF 2 

explain 1% less and EOF 4 shows a slightly different magnitude of its spatial pattern, 

otherwise the results are fairly similar to those of the TOPEX data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.2.20. The first 4 EOFs in TOPEX + Jason-1 Tz 10°S-66°N, 110°W-10°E, May 1995 

– December 2008 
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Table. 4.2.14. Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) 

and EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 

 

 

 

 

 

 

 

 

The correlations for the first PC against the climate indices give a lower value against the 

NAO and a higher correlation against the EAP (Table. 4.2.14.). The second PC shows a 

stronger correlation with the NAO than the shorter TOPEX data set but also a slightly 

stronger correlation with the EAP. The third PC has poor correlation with the NAO and EAP. 

 

For comparison with the 10 day sampling satellites of tx-j1, the e2-n1 data gives the first 4 

EOFs of Tz in Figure. 4.2.21. The first EOF is much larger from e2-n1 and explains 39.2% of 

the variance and a completely different spatial pattern. The spatial patterns for EOF 2 and 

EOF 3 from e2-n1 are similar to EOF 1 and EOF 2 from tx-j1. 

 

 

 

 

 

TOPEX + Jason-1 1995-2008 NAO EAP 

PC1 0.26 0.41 

PC2 0.52 0.01 

PC3 -0.12 0.05 
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Table. 4.2.15 Cross-correlation coefficient (r) between climate indices NAO (North Atlantic Oscillation) 

and EAP (East Atlantic Pattern) for the principal components of the two leading EOFs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The correlation of PC1 against the NAO and EAP are much lower compared to tx-j1 (Table. 

4.2.15.). The second and third PC give strong correlation with the NAO and the EAP. These 

are more comparable to the first and second EOFs from tx-j1. The EOFs between the two 

satellite datasets show much larger differences for Tz compared to swh. The algorithm of Tz 

is based on swh but also the backscatter power, which is related to the wind speed. The 

greater temporal sampling of tx-j1 may be picking up the high frequency variability in the 

wind speed better than e2-n1. Observing the differences in wind speed from the satellite 

ERS-2 + Envisat 1995-2008 NAO EAP 

PC1 -0.1 0.18 

PC2 -0.04 0.41 

PC3 0.6 0.12 

Figure. 4.2.21. The first 4 EOFs in ERS-2 + Envisat Tz 10°S-66°N, 110°W-10°E, May 1995 – 

December 2008 
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datasets should highlight this difference as well. ERS-2 is a single frequency altimeter and 

therefore needs more quality checks when calibrated compared to the other dual frequency 

satellites. Further analysis is required to examine if both ERS-2 and Envisat are giving 

different Tz results, such as the negative Tz values in ERS-2 which were removed.  

 

There have been few studies looking at the variability of wave period using an EOF analysis, 

however some have focused on the 100-year return value (Sterl and Caires, 2005) and the 

spatial variability of model and satellite data (Young, 1999b). Sykes (2005) studied Tz 

variability in the North Atlantic using altimeter data. He found his first EOF to explain 26% 

of the variance and a similar pattern to my second EOF from the TOPEX and tx-j1 data. The 

variance is stronger as the study period was over the winter months. His second EOF gave a 

variance of 22% and a similar pattern to my first EOF from the TOPEX and tx-j1 data. The 

wave period results from the most accurate TOPEX and tx-j1 data show there is more of an 

influence from the EAP than the NAO similar to swh, which has increased in recent years. 

 

4.3. Spatial correlation of atmospheric modes 

 

4.3.1. ERA wind speed 

 

The spatial correlation images are similar to the spatial patterns of the respective EOF but 

give a more definitive correlation with the atmospheric mode. The NAO shows three clear 

zonal bands extending the width of the Atlantic at three different latitudes of alternating 

correlation (Figure. 4.3.1.). The main negative correlation band extends into the 

Mediterranean. Opposed to the spatial pattern of the EOF the correlation is fairly strong in the 

tropical West Atlantic as r = 0.4. This spatial correlation map looks similar to Sterl and 
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Caires (2005) first EOF but can also be related to the second EOF, as they are not greatly 

different. They also found a small patch of minimum variance on the Equator in both EOFs. 

 

  

 

 

 

 

 

 

 

 

 

 

 

The relationship between the EAP and wind speed in the North Atlantic is shown in Figure. 

4.3.2. Two large bands of positive correlation can be observed, both running from north east 

to south west. The strongest correlation is situated at 45°N, 28°W, with r = 0.5. Negatively 

correlated areas are small and widely distributed but the largest spatial regions are in the 

Mediterranean with r = -0.25. There are spurious data in the west and Hudson Bay. 

 

 

 

   

Figure.4.3.1. 95% Confidence level of wind speed anomalies against NAO anomalies from ERA-

Interim September 1992 – July 2009 
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The NAO and EAP both increase the wind speed at similar locations. The NAO gives 

stronger correlation but the EAP has a more coherent positive spatial configuration 

throughout the North Atlantic. Trigo et al (2008) also found the NAO had a stronger 

correlation than the EAP but the EAP had a stronger positive coherent pattern, however he 

only studied the extended winter months of October-March from 1960-2000 from the full 

ERA-40 dataset. In contrast, he only obtained one positive correlated band with the EAP, 

possibly due to the winter months studied and the study did not include the likely increase of 

the EAP’s influence in recent years. 

 

4.3.2. ERA swh 

 

Figure. 4.3.3. shows swh from ERA-Interim is positively correlated with a maximum of r = 

~0.6 with the NAO to the north west of the British Isles. This is to the right of the maximum 

Figure. 4.3.2. 95% Confidence level of wind speed anomalies against EAP anomalies from ERA-

Interim September 1992 – July 2009 
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located in the wind speed correlation. The maximum negative correlation occurs in the 

central North Atlantic as r = -0.5. The positively correlated areas in the west in the tropical 

North Atlantic and the small negatively correlated area on the Equator are similar to the wind 

speed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The EAP has a positive correlation with the swh in the eastern sector (Figure. 4.3.4.) with a 

maximum located slightly to the east of the wind speed maximum. Positive correlation 

extends southwards to -10°S although it has a small correlation; it is still significant at the 

95% confidence level. Negative correlations can be observed in the Mediterranean and the 

Labrador Sea.   

 

 

Figure. 4.3.3. 95% Confidence level of swh anomalies against NAO anomalies from ERA-

Interim September 1992 – July 2009 
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4.3.3. Altimeter swh 

 

 

Results from the EOF analysis of the swh satellite data shows the e2-n1 data is more 

influenced by the atmospheric modes so I will compare this against the model data. The 

correlations against the NAO (Figure. 4.3.5.) shows the model data is fairly accurate; 

however the satellite data gives somewhat lower correlation. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.3.4. 95% Confidence level of swh anomalies against EAP anomalies from ERA-Interim 

September 1992 – July 2009 
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Correlation against the EAP is shown in Figure. 4.3.6. The correlation of the satellite data is 

less in magnitude. It shows less correlation in the south but extends slightly into the Pacific. 

The coherence of the negatively correlated area decreases. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.3.6. 95% Confidence level of swh anomalies against EAP anomalies from ERS-2 + Envisat May 

1995 – December 2008 

Figure. 4.3.5. 95% Confidence level of swh anomalies against NAO anomalies from ERS-2 + 

Envisat May 1995 – December 2008 
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The maximum correlation of swh against the climate indices is slightly to the right of where 

the wind speed shows maximum correlation. This is expected as the magnitude of swh 

depends on the local wind speed and swell waves associated with distant storms (Trigo et al, 

2008). Trigo et al (2008) used the winter months of swh from the C-ERA-40 dataset (Sterl 

and Caires et al, 2005), which gives a larger swh, and obtained a similar spatial correlation 

against the NAO, however he obtained stronger correlations, likely to be due to the winter 

months or the slightly different wave field given from C-ERA-40. There are large changes in 

comparison to his EAP correlation. The positive area expands in size and the negative 

correlation to the north of the British Isles disappears in my study, possibly as the EAP has 

gone into a more prolonged positive phase in recent years. Unfortunately his study only uses 

a region of 20°N-75°N, 75°W-20°E, so comparisons in the south and west of my plot cannot 

be made. Lionello and Galati (2008) observed the correlation of five different atmospheric 

modes in the Mediterranean. His results also shows the NAO and EAP give a negative 

correlation of similar magnitude in the western Mediterranean. The di-pole in the north east 

region of the plot has previously been studied (Cotton and Challenor, 1999; Woolf et al, 

2002) however there is also another band of positive correlation located in the western 

tropical Atlantic. Similar to the wind speed the NAO has a profound effect on the swh in the 

North Atlantic yet the EAP has a stronger positive correlation coherence with smaller areas of 

negative correlation.  

4.3.4. ERA mwp 

 

The NAO has a strong influence on mwp across most of the North Atlantic (Figure. 4.3.7.). 

It is maximally correlated to the north west of the British Isles with r = 0.6 and it has a 

minimum correlation in most of the mid Atlantic which extends to the south with r = -0.4. A 
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dividing line is clear from the tip of Greenland down to North West Africa which separates 

the correlations. An area of small positive correlation is present in the west, similar to swh.  

 

 

 

 

 

 

 

 

 

 

The correlation of EAP against the mwp shows a maximum around the Bay of Biscay 

(Figure. 4.3.8.) with r = 0.5. There is also negative correlation in the North Sea of r = -0.3, 

otherwise, the plot is similar to swh against EAP.  

 

 

 

 

 

 

 

 

 

 

 

Figure. 4.3.8. 95% Confidence level of mwp anomalies against EAP anomalies from ERA-

Interim September 1992 – July 2009 

Figure. 4.3.7. 95% Confidence level of mwp anomalies against NAO anomalies from ERA-Interim 

September 1992 – July 2009 
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4.3.5. Altimeter Tz 

 

The strongest relation between Tz and atmospheric modes of the satellite data came from tx-

j1. Therefore I have used this as a comparison to the model data. The area of correlation with 

the NAO is greatly reduced and more north east – south west alternative bands emerge 

(Figure. 4.3.9.). 

 

 

 

 

 

 

 

 

 

 

 

The correlation against the EAP shows the positive correlation coherence decreases and its 

magnitude also slightly decreases (Figure. 4.3.10.). The negatively correlated areas are fairly 

similar apart from a slight decrease in the Labrador Sea. 

 

 

 

 

Figure. 4.3.9. 95% Confidence level of Tz anomalies against NAO anomalies from TOPEX + 

Jason-1 May 1995 – December 2008 
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There have been no other studies investigating wave period anomalies against climate index 

anomalies. The results against the EAP are similar with swh, but the correlation against the 

NAO shows some minor differences. The NAO influences the wave period by means of more 

north west – south east alternate bands as opposed to zonal bands observed in the wind speed 

and swh. This is also true for the spatial maps of the EOFs which are most correlated with the 

NAO. 

4.4. Spatial correlation with lagged MEI 

 

4.4.1. wind speed 

 

The lagged time series of wind speed anomalies from ERA-Interim against the MEI 

anomalies is shown in wind_MEI_space_lag_95.mov. A lag of 3 months shows 3 alternate 

bands emerge in the Atlantic. A positive correlated area emerges to the northeast of Brazil 

Figure. 4.3.10. 95% Confidence level of Tz anomalies against NAO anomalies from TOPEX + Jason-1 

May 1995 – December 2008 
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with r = 0.3. A negatively correlated area of r = 0.2-0.3 in the eastern Atlantic and a small 

positively correlated area at 30°N, 60°W, with a small magnitude of r = 0.2. The positive 

correlation area on the Equator moves eastward towards Africa up to 15 months after. After 

18 months a small patch at 30°N, 30°W, has a positive correlation of r = 0.35. This small 

patch moves north eastwards until 25 months after. Following a lag of 25 months the data 

becomes spurious. After 42 months there is a small band of positive correlation at 20°N, 

20°W, negatively correlated area in the west at 30°N and a small area of positive correlation 

to the west of the British Isles. 

It has previously been found that wind speed in the tropical North Atlantic is related to wind 

speeds from certain areas in the tropical Pacific (Enfield and Mayer, 1997; Klein et al, 1999). 

During El Niño events wind speed decreases in the tropical North Atlantic as anomalous 

south-westerlies oppose the mean trade wind easterlies. However, other studies show in 

strong El Niño events the North Atlantic amplifies the wind speed signal of the Pacific with a 

lag of approximately 3-5 months, between 5-22.5°N, 60°W-18.5°W (Bell, 2009). I concur 

with these results especially in the west tropical North Atlantic. I find amplifications of wind 

speeds after approximately a 5 month lag but only a small area which is 95% statistically 

significant in the west. The area of positive correlation which spreads east from the 

Caribbean Sea is also present in other studies as this region is associated with westerly winds 

bursts (Shaw, 2008; Lee et al, 2008). It takes approximately 2 years for El Niño events to 

affect regions in close proximity to the Gulf stream (Taylor, 1998) as the anomalous signal 

either travels to the tropical Atlantic and then to Ferrell cell by meridional transport in the 

Hadley cell or travels to the Hadley cell in the Pacific and then across to the North Atlantic 

by planetary stationary waves. 

To understand further teleconnections of ENSO in the North Atlantic it should be noted 

ENSO can influence atmospheric modes such as the NAO. The sea level pressure anomaly 
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pattern has been related to a positive NAO phase during the winter, following autumns of 

strong La Niña’s (Pozo-Vazquez et al, 2005). Similarly, mean sea level pressure correlation 

shows ENSO can act to push the NAO into a negative state by raising pressure near the 

Icelandic low and decreasing pressure near the Azores high (Shaw, 2008). However, these 

types of signals cannot be identified with my data.  

 4.4.2. swh 

 

The lagged swh time series from ERA-Interim shows that there are significant areas likely to 

be affected by teleconnection processes from the tropical Pacific 

(swh_MEI_space_lag_95.mov). An area of strong negative correlation initially occurs in the 

west tropical North Atlantic. This area is not statistically significant at the 95% in the wind 

speed and therefore should be observed with care as the swell waves are likely to be small 

here as well. A maximum positive correlation occurs in the Bahamas of r = 0.3 after a lag of 

4 months, this is similar to the wind speed. After 21 months a large positively correlated area 

at 30°N, 30°W, emerges with r = ~0.28 which travels north east from a lag of 15 months to 

23 months. This is also present in the wind speed (wind_MEI_space_lag_95.mov). After 42 

months a large patch of negative correlated area with r = -0.3 at 30°N, 40°W. This is not 

prominent in the wind speed. 

To complement the model’s homogenous spatial data I studied the correlation of MEI with 

swh from the more accurate e2-n1 (e2_n1_swh_MEI_space_lag_95.mov). The data does not 

show the strong negative correlation at month 0 in the tropical West Atlantic unlike the 

model data. The positive correlation in the Caribbean Sea is present with a similar magnitude. 

The positive correlation is also present after 19 months in the east central North Atlantic but 

is less coherent, due to the altimeters trackiness. 
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There have been no studies investigating ENSO’s influence on the wave field in the North 

Atlantic. The probable teleconnections of swh with the MEI are likely to be similar to the 

areas which are present in the correlations of the wind speed. However, the correlation may 

not be statically significant at 95% in the wind speed but is in the swh, as swh is also 

influenced by swell waves, therefore does not give clear links. 

4.4.3. wave period 

 

The lagged MEI against the mwp from ERA-Interim is shown in 

mwp_MEI_space_lag_95.mov. A patch shows strong positive correlation in the Bahamas 

slightly to the west of the maximum located in swh after 6 months with r = 0.2. A small area 

in the western Atlantic with a positive correlation of r = 0.25-3 occurs after 27 months. After 

42 months a huge area in the western Atlantic is negatively correlated to MEI of r = 0.3 also 

in swh (swh_MEI_space_lag_95.mov). 

To also complement this model data I studied the correlation of a lagged MEI with the more 

accurate tx-j1 Tz. (tx_j1_tz_MEI_space_lag_95.mov). The positive correlation in the 

Caribbean Sea is also present after 6 months. A large area with positive correlation is located 

in south with r = ~0.3 after 20 months which is not observed in the wind speed or swh 

correlations whereas the area with positive correlation after 27 months is not present. There is 

only a small area in the central region with negative correlation of r = 0.2. after 42 months.  

The influence of the ENSO on wave period in the North Atlantic is not obvious from this 

data. The results for mwp from the model may not hold with the same correlations of swh and 

wind speed. The atmospheric mode of the NAO influences swh in a slightly different way to 

wave period. However, the EAP influences swh and wave period similarly. It is likely that 

ENSO has an observable positive influence of the wave field in the western tropical North 
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Atlantic after approximately 6 months and the central North Atlantic after approximately 20 

months. 

5. Conclusion 

 

A first comparison of ERA-40 and ERA-Interim revealed differences between wind speed, 

swh and wave period. The differences in swh and wave period were evaluated further in 

comparison to the satellite data. 

Wind speed: 

 This is the most similar parameter between the two models. ERA-Interim provides a 

marginally greater maximum wind speed than ERA-40, which is more accurate; 

however it is still underestimated in comparison to previous calibrated altimeter 

results.  

 There are small changes in the EOF analysis between ERA-40 and ERA-Interim. The 

first and second modes are slightly more correlated to the NAO than the EAP. 

Significant wave height: 

 ERA-Interim gives larger maximum swh than ERA-40, which are more correct. 

However, the maximum ERA-Interim swh is underestimated compared to the 

satellite altimeter data. The underestimated wind speeds in ERA-Interim are likely to 

have caused the underestimated swh in comparison to the satellite altimeter results. 

The increased resolution in ERA-Interim would allow for storms to be better resolved 

and therefore likely to be one of the main causes for an increased swh in comparison 

to ERA-40. In addition, the WAM has been improved in ERA-Interim.  
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 The time inhomogeneities have been reduced in ERA-Interim compared to ERA-40, 

especially in the earlier 1990s.  

 There are small differences in the EOF analysis from the model data of ERA-40 and 

ERA-Interim. The EOF analysis of satellite data shows a reduction of the first and 

second modes in comparison to ERA-Interim by approximately 10% and 7%, 

respectively.  

 The longer time series satellite data showed EOF 1 had a much stronger correlation 

with the EAP and EOF 2 has a much stronger correlation with the NAO but a greater 

magnitude, in comparison to the shorter time period of satellite data. 

  The difference in swh obtained from 10 day repeat cycle and 35 day repeat cycle 

altimeter datasets are fairly small, with minor discrepancies in different months.  

 

Wave period: 

 The wave periods are not directly comparable as the model uses mwp (Te) and the 

altimeters Tz.  

 The maximum mwp for both models are much larger than the altimeter data and 

previous studies of ERA-40 mwp. ERA-Interim gives slightly lower maximum mwp 

results but both models are still not very accurate compared to the satellite data. The 

larger mwp results may have come from the free ERA-40 and ERA-Interim online 

dataset in comparison to the complete ERA-40 and ERA-Interim datasets available to 

paid ECMWF users which have greater spatial and temporal resolution and are used 

in academic studies. Alternatively, there may have been an error on the ECMWF 
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website (http://www.ecmwf.int/research/era/do/get/index) on the date when the data 

was downloaded or simply a personal error in data processing.  

 Large differences are observed in the EOFs of ERA-40 and ERA-Interim. The first 

EOF in ERA-Interim decreases to 27% from explaining 47% of the variance obtained 

with ERA-40 and has a slightly different spatial pattern. It is only at EOF 3 that the 

model data shows expected forcing from the atmospheric modes. Both models give 

inaccurate spatial results compared to the altimeters. tx-j1 has the first two EOFs 

linked to atmospherics modes. 

 The differences in Tz from the 10 day and 35 day repeat cycle altimeter datasets are 

noticeable, as tx-j1 gives larger values for most months in comparison to e2-n1. 

 There are large differences in the EOF analysis between the 10 day and 35 day repeat 

cycle altimeter datasets. e2-n1 gives a much larger first mode at 39% where as tx-j1 

explains 16.3% of the variability. The ERS-2 data was shown to give negative Tz 

which had to be excluded. Further analysis is required to ascertain if large differences 

are found in Envisat as well when compared to TOPEX and Jason-1.  

 The most accurate dataset is likely to be tx-j1 as the first EOF corresponds to the 

EAP and the second EOF corresponds to the NAO, with the largest magnitude. 

 The NAO’s influence on EOF 1 has also decreased recently for wave period from 

1993-2002 compared to 1995-2008 and the EAP’s influence on EOF 1 has slightly 

increased. 
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During winter months the wind speed, swh and mwp were shown to display a significant 

inter-annual variability, illustrated by standard deviations of the order 1.5 m/s, 1m and 1s, 

respectively for the full ERA-Interim dataset used from September 1992 – July 2009.  

 

The spatial patterns caused by the atmospheric modes are understood further with 

correlations of parameter anomalies against climate index anomalies:  

 The EAP is observed to give a larger positive coherent spatial pattern.  

 The NAO gives a stronger magnitude of positive correlation but shows larger areas of 

negative correlation in the central Atlantic.  

Only recently have studies shown the EAP can almost have as much influence on the location 

of storm tracks as the NAO (Seierstad et al, 2007) as well as other parameters (Lionello and 

Galati et al, 2008). Further work is required to study if the change in regime in the NAO and 

EAP is present in the winter months.  

 

The study of MEI anomalies regressed against parameter anomalies in the North Atlantic 

revealed:  

 Wind speed teleconnections in the western tropical Atlantic, as the MEI increases 

wind speed with a maximum magnitude after approximately 6 months. In addition, an 

area in the central Atlantic shows a positive correlation with the MEI with a 

maximum after approximately 20 months.  

 These teleconnections have a similar effect on swh and wave period.  
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It would be interesting to study extreme events such as the strong El Niño of 1998 

(McPhaden, 1999) and follow its teleconnections in the North Atlantic as well as the strong 

La Niña of 1999. Further work with the EOFs are required to observe if these teleconnection 

patterns explain any variability in the North Atlantic by extending the number of EOFs 

studied and lagging the respective PC against the MEI and focussing in the tropical Western 

Atlantic.  

 

The World Meteorological Organization (WMO) recommends climate to be based on 30 

years worth of data (Sterl and Caires, 2005). A few more years are required to be able to 

accurately quantify interdecadal variability using altimeters, similarly with the new ECMWF 

re-analysis product ERA-Interim.  

 The wave climate has become calmer in the longer period study from 1992 - 2009 

compared to 1992-2002, possibly as the 1990s had the greatest global swh results on 

record from ERA-40 - 1992, 1993 and 1994 (Sterl and Caires, 2005).  

Further study is required to compare the results from the 2000s to the 1990s to investigate 

recent interdecadal variability.  Other studies do show an increase in swh trends since the 

1950s (Sterl and Caires, 2005; Gulev and Grigorieva, 2006; Dodet et al, 2010), likely due to 

the northwards shift of storm tracks (Trenberth et al, 2007).  

 

The limitations of the re-analysis models in this data have been identified using altimeters; 

however, the altimeters are not without their limitations. Rain cells in clouds can affect the 

attenuation of pulses and cause erroneous data. Also, altimeters cannot measure ocean 

parameters if the footprint overlaps land, so other processes are required to obtain coastal 
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information (Robinson, 2004). The altimeter data shows trackiness set by the narrow 

footprint as the individual passes are separated in time. This can be improved with merged 

satellite data products and calibration against buoy data (Queffeulou and Bentamy, 2007; 

Cromwell and Gommenginger, 2009). Current work is being undertaken at the National 

Oceanography Centre Southampton to use Optimal Interpolation methods to reduce the 

trackiness observed. Recently there has been a surge in SAR measurements of the wave 

climate which have greater spatial resolution and can measure wave direction, also given by 

the re-analysis models (Schulz-Stellenfleth et al, 2007; Li et al, 2008; Lehner et al, 2009), 

however climatology studies are non-existent.  

This study shows the need for a concurrent use of wave models and satellite measurements to 

mitigate their respective limitations.  

Future work with these observations should be investigated such as: 

 Removing the Great Lakes from the analysis to remove most of the spurious data 

from both the model and the altimeters and increase the correlations. 

 Investigate sub regions in the North Atlantic to increase the correlation with the 

climate indices such as the north east region especially by studying the winter 

months. 

 The western tropical Atlantic is shown to show links with the NAO and MEI and 

further analysis is required to observe in which season the teleconnections are 

strongest.  

 Investigate the extent of influence form other atmosphere modes such as the 

Scandinavian Pattern and East Atlantic/West Russian pattern on the North Atlantic’s 

wave field (Lionello and Galati, 2008). 
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 The techniques in this study can be applied to other basins such as the Pacific and its 

influence from the various NINO regions on the wind and wave climate. 
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Appendices 

 

Appendix. 1. Notation 

 

Significant wave height = swh om4  

Mean wave period = mwp = Energy period = Te = 01 / mm  

Zero upcrossing period = Tz = 2/ mmo  

Mean period = Tm = 10 / mm  

nth moment of the wave power spectral density function S(f). 

lim

0

)(

f

n

n dffSfm . Where 

limf is the high-frequency cutoff of the measuring device. 

 

 


