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Random variable A random variable is a variable which takes on values at random.

Probability distribution function A probability distribution function P(z) describes
the probability that x will take on a certain value. Thus the probability that x lies

between x1 and x2 is given by

/:2 P(z)dz. (1)
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Expectation value Suppose that a random variable x can take on all values between

—oo and co. Then the expectation value of x is given by
[e.9]
<z >= / xP(x)dx, (2)
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where P(z) is the probability distribution function of x. The expectation value is
a generalization of the mean. While the mean is calculated from a sum over a real
data sample, the expectation value sums over a theoretical probability distribution.
If a data sample is described by a theoretical distribution then as the size of the data
sample tends to infinity, the mean tends to the expectation value. The definitions
which follow can be applied to a finite data sample by replacing the expectation

value with the arithmetic mean.

We note the properties

<xzty>=<z>+<y>, (3)
but in general < zy >#< x >< y >.

Gaussian distribution The Gaussian distribution function (also known as the normal
distribution) is a particularly important probability distribution function. It takes

the form

P(xz;p,0) = Le_(gﬁ_“)rz/%z. (4)
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It is a bell-shaped curve centred on x = p, with the width determined by 0. We
find that p is equal to the expectation value (or mean) of z and o is the standard

deviation of the distribution (see later definition).

The Gaussian distribution is important, since it describes well the distribution of
errors, an important part of data assimilation. We often assume that errors have a

Gaussian distribution.

Variance The variance of z, V(z), is given by

V(z) = <(z—<z>)*> (5)

= <a?>-—<z>?. (6)
The variance is a measure of the spread of z around the expectation value < x >.

Standard deviation The standard deviation is simply the square root of the variance

and is usually denoted by the symbol o, so that

For a Gaussian distribution:

68.27% of the area lies with o of the mean
95.45% of the area lies with 20 of the mean
99.73% of the area lies with 30 of the mean

Covariance Let x,y be two random variables. Then the covariance between x and y is

defined as

cov(z,y) = <(z—<z>)(y—<y>)> 9)

= <ay>-—<zr><y>. (10)

The covariance measures the dependence between the two variables. If values of
x above the expected value have a tendency to occur with values of y above the
expected value, then both terms in (9) will have the same sign and the covariance
will be positive. A similar situation occurs if both have lower than expected values
together. If however values of x above the expected value occur with values of y below
the expected value, then the terms will have the opposite sign and the covariance will

be negative. If the variables x and y are independent then x— < x > has an equal



chance of being multiplied by a positive or negative y— < y > and the covariance

will be zero.

‘We note also that
cov(z,z) = V(x). (11)

Covariance matrix Suppose we have n random variables (1), ..., (). Then we can

define a covariance between any two variables by
cov(z iy, 7(j)) =< () — < 2) >) (25— < 3(5) >) > . (12)
Then we can easily see that these covariances form an n X n matrix with entries
Vij = cov(z(y, T(5))- (13)

This matrix is known as the covariance matriz. We note two important properties

of this matrix:

1. The covariance matrix is symmetric, since cov(z;), T(;)) = cov(z(jy, Z(;))-

2. Using (11) we see that the diagonal entries of the covariance matrix are just

the variances.

Correlation coefficient The correlation coefficient p is a version of the covariance, nor-
malized by the standard deviations to give a dimensionless quantity. It is defined

for two variables z,y by
cov(zx,y)
o(z)o(y)

The correlation coefficient varies beteen —1 and 1. If p = 0 then the variables are

p(r,y) = (14)

independent and are said to be uncorrelated. If p = —1 or p = 1 then the variables

are completely correlated and one can be determined from the other.

Notes on statistics of errors

Let us suppose that Ty(r,¢) is some variable which we are trying to measure (eg. temper-

ature) and we have an estimate T, (r,¢) which has error €(r,t). Hence
Te(r,t) = To(r,t) + €(r,t). (15)
Then we say that

e The measurement is unbiased if < e(r,t) >= 0.



e The error is not spatially correlated if < e(r;,t)e(rj,t) >= 0 for i # j.

e The error is not temporally correlated if < e(r,t1)e(r,t2) >= 0 for 1 # to.
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