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Reminder of the cost function and an explicit formula for

the analysis

The 4DVar cost function considered before

N
J(x) = % (xo — Xo % Z T RI._1 (o)

=0
. or more generically
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@ The covariance matrices B and R influence the analysis
profoundly.

o If J7(x) is linear or weakly linear then
H(xP + 8x) ~ (x°) + HOx, and x* can be written explicitly:

x* =x"+BHT (R+HBH") (y — 7#(x))
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Example of non-linear model

Suppose we have the following .#
~(5)
¢

do )
& - -9

do .

o = &9)+f() |
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Linearization (tangent linear model)

6o = —a(0— o) aofar = g(9) + (1)

0(t) = 6%(t) +356(t) o(t) = oR(t) +5¢(1)

d6% /gt = — (R — ¢R)? do® /gt = g(OR) + £ (t)
d50/de ~ —20(OR — OR)(56 — 89)  d50/de ~ %‘R6¢+O

Euler scheme: dx/dt = (x(tir1) — x(t;)) /At, let FR =20(6R — ¢R)

66(t;)— 09 (ti)+

66(ti1) ~

AtFR(56(6) — 50(t)) 2P At(dg/de)se(t)

(B0 Y (1 e ) (o))




Adjoint formulation

s6(t)- oy o(t)+
00(tiy1) = AtFR(80(t) — 5¢(t;)) 00 (ti1) ~ At(dg/d9)oo(t;)

Recipe for adjoint

e 00(t;) = ° 00(t;) = e 5¢(t) =
0 56(t;)+60(tiv1) 5¢(ti) + 69 (tit1)
e 6¢(t;) = e 00(t;)=00(t;)— ° 5¢(t)=0¢(t;)+
0 AtFR§O(ti11) At(dg/d¢)S8o(ti1)
° 5¢(t;) = 69(t;)+
AtFR59(t,'+1)

Exercise: write in matrix form and check transpose of linear model.
Remember: adjoint goes backwards!
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Important tests

o Correctness test (TLM coded correctly?)

i || (xR + yox) — .2 (xR) — MySx|| 0
7—0 HM}/SXH

o Validity test (TLM a good approximation?)
Does .4 (xR 4 y8x) — .4 (x}) compare well to My&x?

o Adjoint test (TLMT coded correctly?) — machine precision
required!

(M&x)" (M&x) L 5x"M M 5x

o Gradient test (tests many aspects of the DA)

_ IR+ h) —J(R) - o V()
R T M A T
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Comments

e Care must be taken with linearizing processes that are
non-differentiable (e.g. switches), and with iterative processes.

@ Adjoint coding techniques applies to observation operators, H,

as well as to time evolution models, M.

@ Tangent linear and adjoint code requires a reference state, xR,

which needs to be stored or recalculated (can be difficult for
large models).

@ Automatic adjoint compilers exist (e.g. TAF, ODYSSEE,
ADIFOR, Python modules).
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