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Vector and matrix notation
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x e RY denotes a column vector with N (real) entries, i.e: x=|
Xy
x, is the element in the n* position of the vector X .
x’ denotes the transpose of X ; it becomes a row vector: x" =[x, x, - Xx,].
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AeR denotes a matrix with N rows and M columns: A = .
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a,, isthe element of A located in the n" row and m™ column.

We can consider each column of a matrix to be a vector, then we can express it as:

A=[a, a, - a,|, wherethe m" columnis a, =

ay
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The column rank of a matrix is the number of linearly independent columns; the row rank of a
matrix is the number of linearly independent rows. Both ranks coincide. For a matrix
Ae RVM, rank(A) <min(N,M) . A matrix is said to be full rank if its rank has the maximum
possible value. Otherwise, it is called rank deficient.

AT denotes the transpose of A, it makes rows into columns and columns into rows. E.g., for
N=3and M =2:
ap dp i u
A: a21 a22 ,then AT:|: 11 21 3l:|
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A square matrix is one that has the same number of rows and columns, i.e. M =N .



A symmetric matrix is a square matrix that is equal to its transpose, i.e. A = A”.

The diagonal of a square matrix is the collection of values «,, where n=m, i.e.

{allvazza”'vaNN} .
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The trace of a matrix is the sum of the values in the diagonal, i.e. racelA)=) a,,

n=l

A diagonal (square) matrix has =zero values everywhere except on the diagonal:

a, O 0
A= 0 az'2 0
0 0 - ay

I denotes the identity matrix; it is a diagonal matrix with ones on the diagonal:

1 0 --- 0
0 1 0
A= .
0 0 1

Basic vector and matrix operations

)‘all
a

21

Aay, - Aayy,
. . Mzz MZM
The product of a scalar 4 and a matrix A e RV is: 1A = o :
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For two matrices A € RYM and Be RY*, let the matrix product be C=AB. Then Ce RV

M
and ¢, = Zanmbm, . Note that the operation is defined only if the number of columns of the
m=1

left factor is equal to the number of rows of the right factor.

For two matrices Ae RYM and Be RV, both products C=AB and D=BA exist.
However, in general C # D, i.e. matrix multiplication is not commutative.

The transpose of a product is the product of the transposes of the factors in reverse order, i.e.
(AB)" =BTAT.



The inverse of a square matrix Ae RV is denoted as A'e RV, and satisfies the

relationship AA™' =1. The inverse of a matrix may or may not exist (depending on the
characteristics of A ), and finding it is not a trivial exercise.
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The inverse of a diagonal matrix A = i . | issimply A™ = a,,
0 0 ayn 1
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The inverse of a productis (AB)”' =B'A™', given that both A ' and B! exist.

The Schur (or Hadamard) product of two matrices A e RVY and Be RYVM is an entrywise

product, and is denoted as C=A°B. In this case, Ce ®V* and ¢,,, =a,,b,, . This product is
defined for any two matrices with the same dimensions, and is commutative, i.,e. AcB=B-A.

The inner product (or dot product) of two vectors xe R and ze R" is denoted as X-Z,

N
(x.z) and definedas u=x"z=z"x= anz,, . Note that the result is a scalar.
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In particular, the inner product of a vector with itself is xTx:Zx,f, the square of the

n=l

Euclidean norm of X.

The outer product of two vectors xe R and ze RY is defined as U =xz”. The result is a
matrix Ue ®"™, where u,,, =a,b,, . Note that the outer product is not commutative and in fact
xz! and zx” have different dimensions.



