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Dynamical model   

 

 

Observations 

1. (Ensemble) Kalman filtering 
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The validity of these conditions depends upon: 

ÅLength of the forecast window / frequency of observations. 

ÅMagnitude of observational error. 

ÅNonlinearity in the model dynamics. 

KF is optimal when: 
ÅThe forecast and 

observation 
operators are linear.  

ÅThe errors are 
Gaussian. 
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Updating the ensemble mean and covariance is straightforward, 
updating the perturbations is not.  

 

1. Ensemble Kalman filtering 

5 

Stochastic EnKF 

- Ensemble members are 
updated individually using 
perturbed observations. 

- The KF covariance equation is 
fulfilled only statistically. 

- The ensemble is constantly 
ΨrefreshedΩΦ 

 

Deterministic EnSRF 

- A direct transformation from 
background to analysis (not 
unique), can use observations 
serially or all-at-once. 

- The KF covariance equation is 
satisfied exactly. 

- Any distortions of the 
ensemble are prone to persist. 
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Within the EnSRFs, the ETKF family relies on a post-multiplication to 
update perturbations all-at-once.  

 

ÅOne-sided ETKF (Bishop et al., 2001) 

ÅSymmetric ETKF (Wang et al., 2004; 
Hunt et al., 2007) 

ÅNo-symmetric solutions (e.g. Sakov and 
Oke, 2008) 

 

 

1. Ensemble Transform Kalman Filter family 
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The one-sided ETKF is biased, the symmetric ETKF is unbiased, for the 
not symmetric ETKFs it depends upon the particular (possibly random) 
matrix S (Livings et. al, 2008). 
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2. Ensemble clustering 
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Consider the univariate quadratic model (Anderson, 2010): 

 

It has an unstable fixed point; we use it as truth             . The model is 
integrated with                   and we observe (ἒ ἓ) every 2 steps. We use 
S-ETKF for a linear              and a nonlinear                  case,                 . 
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2. Ensemble clustering 
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The truth is not statistically 
indistinguishable from the 
ensemble members (from 
Lawson and Hansen, 2004). 

As soon as nonlinearity strikes EC appears in EnSRFs. It does not 
happen in the stochastic EnKF. It results from the disparity of 
nonlinear forecast and linear analysis (Anderson, 2010). 

 

This has been studied in the Ikeda model (Lawson and Hansen, 2004), 
the Lorenz 1963 and 1996 models (Anderson, 2010) with infrequent 
observations and large observational errors.  

 

It does not affect the ensemble covariance, but it does affect higher 
order moments.  
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2. Questions about EC 
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a) Is there a simple way to diagnose it? 

 

b) Is it an irreversible phenomenon of EnSRFs? 

 

c) How much does it affect the accuracy of EnSRFs? Does it 
handicap them? 

 

d) Alternatives can be used to avoid it (e.g. Non Symmetric 
ETKFsΣ !ƴŘŜǊǎƻƴΩǎ wŀƴƪ IƛǎǘƻƎǊŀƳ CƛƭǘŜǊύΦ !ǊŜ ǘƘŜȅ 
advantageous? 
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3. Measuring EC 
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We use the following metricΣ ǿƘƛŎƘ ǿŜ ŘŜƴƻƳƛƴŀǘŜ Ψclustering degreeΩΦ 

 

 

 

Considering again the model: 
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3. Measuring EC 
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Varying the ensemble size and the strength of the nonlinearity: 

 

ὅὈ 
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Outline 

14 

How fast does EC occur? 

 

In this simple model it seems to 
follow a power law independent 
from b and weakly dependent on 
M. 

 

In this case, clustering is 
inevitable. Is this always the case? 

 
( ) g-= bMAt
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3. Avoiding EC: NS-ETKFs 
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(Unbiased) randomly-rotated EnSRFs avoid clustering. 

 

 

 

 

 

 

 

 

 

The Ŏƻƴǎǘŀƴǘ ΨǎŎǊŀƳōƭƛƴƎΩ ƻŦ ǘƘŜ ŜƴǎŜƳōƭŜ prevents the outlier from 
ōŜƛƴƎ ǇŜǊǎƛǎǘŜƴǘ ŀƴŘ ŜǾŜƴǘǳŀƭƭȅ ΨŜǎŎŀǇƛƴƎΩΦ  

 

ἥ Ἅἓ Ἅ  
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3. Avoiding EC: NS-ETKFs 
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However, this constrained resampling of the ensemble erases the 
memory from individual trajectories, the effect of the Ψerrors of the 
dayΩ ƛǎ ƳƻŘƛŦƛŜŘΦ Lǘ ƛǎ ƭƛƪŜ άrebootingέ ŀǘ ŜŀŎƘ ŀƴŀƭȅǎƛǎ ƛƴǎǘŀƴǘΦ  

 

 

Following individual trajectories was one of the advantages of EnSRFs 
(Anderson, 2001). Is it worth losing this ability? 
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оΦ Ψ[ƻŎŀƭΩ ƴƻƴƭƛƴŜŀǊƛǘƛŜǎ 
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The growth/decay perturbations is not constant (neither linearly 
nor nonlinearly) in an attractor. 

 
Bred vector growth in the Lorenz 
1963 model showing the growth 
rate for perturbations. For 
different regions, there can be 
decay or growth (slow, moderate, 
fast). 
 

Reproduced from Evans et al., 2004.  
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[ŜǘΩǎ ŘǊŀǿ a new  every            steps steps, perform 
DA in this model, and measure the clustering degree.  

 

 

 

 

оΦ Ψ[ƻŎŀƭΩ ƴƻƴƭƛƴŜŀǊƛǘƛŜǎ 
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оΦ Ψ[ƻŎŀƭΩ ƴƻƴƭƛƴŜŀǊƛǘƛŜǎ 
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Clustering can be reverted by the alternation of nonlinear growth and 
decay. It is an intermittent phenomenon.  
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The system: 
 
 
 
 
 
 
Settings (Miller et al., 1997;  
Kalnay et al., 2007): 
 

Å άFrequentέ ƻōǎŜǊǾŀǘƛƻƴǎ: every 8 steps, linear regime. 
 

Å άInfrequentέ ƻōǎŜǊǾŀǘƛƻƴǎ: every 24 steps, nonlinear regime. 
 

4. EC in the Lorenz 1963 (L63) model 

21 
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4. EC in L63 

22 

Clustering is intermittent .   
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4. EC in L63 
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As usual, the Non-Symmetric ETKF does not present clustering. 
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4. EC in L63 
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Clustering is intermittent , and less persistent than in the univariate 
quadratic model. Why? 

 

In the univariate model, only the magnitude of b could vary. Plus, 
ǘƘƛǎ ƳƻŘŜƭ ŘƛŘƴΩǘ ǇǊŜǎŜƴǘ ƳƛȄƛƴƎΦ 

 

In the Lorenz 1963 model, both the direction and magnitude of the 
nonlinear growth can vary. Besides, this model presents mixing.  
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4. EC in L63 
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A statistical 
summary with 2 
ensemble sizes 
(M=3,10). 

 

Clustering affects 
the performance 
of S-ETKF (in terms 
of RMSE) for large 
size ensembles.  

 

Random rotations 
improve the rank 
histograms, but 
not when inflation 
is used (M=3). 

  


