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ABSTRACT OF THE DISSERTATION

Characterizing Vertical Temperature and Moisture Structure in

the Tropical Atmosphere: Observations and Theoretical

Considerations

by

Christopher Earl Holloway

Doctor of Philosophy in Atmospheric Sciences

University of California, Los Angeles, 2008

Professor J. David Neelin, Chair

To improve understanding of convective processes, especially those important

for convective parameterization, the vertical temperature and moisture structure

of the tropical atmosphere is investigated with respect to its interaction with

deep convection, mainly using observational data. The analyses test assump-

tions and implications of convective quasi-equilibrium, the main theoretical basis

for convective parameterizations which posits that small-scale convection quickly

acts to reduce vertical instability caused by slower large-scale forcing. Temper-

ature perturbations are found to be largely in agreement with a moist-adiabatic

curve, especially in the free troposphere on large enough space and time scales,
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in broad agreement with quasi-equilibrium thinking. Reanalysis of meteorolog-

ical data as well as climate model output appears to be overly constrained to

the moist-adiabatic curve, especially in the boundary layer where observations

show less agreement—this is likely due to convective parameterizations that too

closely couple the boundary layer and free troposphere via deep convection. A

robust negative correlation between free-tropospheric and upper-tropospheric-

lower-stratospheric temperature perturbations, termed the “convective cold top”,

is hypothesized to derive from simple hydrostatic pressure perturbations causing

divergence and quantifiable adiabatic cooling above convective heating.

Water vapor perturbations from radiosondes at Nauru in the western tropical

Pacific are found to be maximized in the lower free troposphere. That layer,

around 800 hPa, also contains the most variance represented by the first ver-

tical principal component, which correlates almost perfectly with column water

vapor (CWV). The sharp pick-up of precipitation at high CWV shown in pre-

vious satellite-based studies and confirmed in these radiosonde data is therefore

particularly associated with a moistening of this lower-free-tropospheric layer.

Entraining plume analysis shows that this transition to deep convection at high

CWV is associated with higher buoyancy due to moister entrained air in the

lower troposphere. Plumes using entrainment profiles based on a simple increas-

ing mass flux profile, and including the effects of freezing, are especially skillful.

An overall view of CWV as a predictor variable with relatively long autocorrela-

tion scales that greatly increases probability of shorter-lived precipitation events

near and several hours after high enough CWV values is supported by temporal

analyses of microwave radiometer CWV and its relationship to precipitation.

xviii



Chapter 1

Introduction

Relating small-scale cumulus convection to large-scale dynamics is a long-

standing problem in atmospheric science. For any model with a horizontal and

vertical grid scale of more than a few kilometers, some kind of large-scale param-

eterization must be used to estimate the overall effects of convection within each

model grid box without directly simulating convection itself. Quasi-equilibrium

assumptions, the theoretical basis for most convective parameterizations, hold

that buoyancy is consumed by convection as fast as it is created by large-scale

forcing (defined as any process leading to vertical instability measured at the

grid scale), so that for large enough space and time scales in the tropics moist

static energy is constrained to a specific reference profile shape (c.f. Arakawa

2004 and references therein). However, models show great sensitivity to the type

of convective parameterization used (Slingo et al. 1996).

As computers become faster, there is hope that global climate models (GCMs)

will be able to resolve deep convection, ultimately removing the need for convec-

tive parameterizations. However, even operational forecasts using global cloud-

system resolving models (CRMs) are still many years away—climate simulations
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using such models are further still. An approach using 2-D CRMs embedded in

large GCM grid cells, known as “superparameterization” or multiscale model-

ing framework (Grabowski and Smolarkiewicz 1999; Khairoutdinov and Randall

2001), shows encouraging preliminary results. However, this framework, until and

unless it becomes completely cloud-system resolving, will still rely on assumptions

and approximations regarding how to represent large scale variance (c.f. Neelin

et al. 2008), propagation, and organization based on the CRM information, and

how best to communicate information between the different scales. Therefore,

the need for parameterizations of deep convective processes will remain for very

practical reasons.

The idea of convective parameterization is important from an intellectual

perspective as well. If a seemingly random, relatively small-scale process can be

explained in terms of an adjustment to large-scale equilibrium, this adds to our

theoretical understanding of the atmosphere. Indeed, many advances in tropical

climate theory have arisen from the application of quasi-equilibrium ideas which

largely were developed for practical applications in climate and weather mod-

eling. Simplifications based on quasi-equilibrium also form the basis for many

conceptual models of the tropics.

One important means of advancing quasi-equilibrium theory is by testing

some of its assumptions and implications in observational data. Models using

convective parameterizations must be constrained by built-in quasi-equilibrium

ideas, particularly regarding the vertical structure of heating and moistening and

the distribution and variance of precipitation. How constrained are observations

in respect to these quantities? Can temperature and moisture perturbations be

2



usefully described by a few simple vertical structures, as in some simple models?

As observations grow in accuracy and coverage, what new insight can they pro-

vide into the relationships between deep convection and the vertical structure of

temperature and moisture perturbations in the tropics?

To help answer these questions, we start in Chapter 2 by analyzing the vertical

structure of temperature perturbations in satellite data, radiosondes, and reanaly-

sis. Gravity waves smooth out temperature gradients quickly in the tropics, since

the Coriolis force is very weak (Nicholls et al. 1991). This means that tempera-

tures could theoretically approach a single temperature profile, or rather a series

of profiles (quasi-equilibria) that represent a balance between convective heating

and large-scale forcing toward vertical instability consisting of radiative cooling,

surface fluxes, and advection (Manabe et al. 1965; Betts 1973; Arakawa and

Schubert 1974). Intermediate complexity models such as the quasi-equilibrium

tropical circulation model (QTCM; Neelin 1997; Neelin and Zeng 2000) assume

that temperature can be expressed by coherent vertical structures—this is one

assumption that we test in our analyses. We also test whether temperature per-

turbation profiles resemble those predicted for a hypothetical series of moist adi-

abats, which are neutrally buoyant to saturated parcels lifted from their base and

therefore form the basis of the proposed quasi-equilibria shapes in the literature.

In some ways, the problem of moisture vertical structure is a more difficult one

than temperature. There are no remote mechanisms acting to decrease moisture

gradients, so moisture is controlled locally by evaporation, advection, and pre-

cipitation. Although satellite measurements, namely those from the Atmospheric

Infrared Sounder (AIRS) instrument, have begun to give a glimpse of the vertical

3



structure of water vapor at global coverage, these data are still relatively hobbled

by their inability to penetrate clouds (see section 2.2.1). This makes them suit-

able for temperature signals, which are spread rapidly by gravity waves, but less

so for moisture. We therefore focus our efforts in Chapter 3 on radiosondes and

precipitation rates from the well-observed Atmospheric Radiation Measurement

(ARM) site at Nauru in the western tropical Pacific.

We use the data to relate vertical structures of water vapor variability to deep

convection, again motivated by a desire to better constrain assumptions behind

convective parameterizations, including stochastic ones. Since the most easily

observed measurement of atmospheric moisture is column water vapor (CWV),

obtained by microwave satellite instruments even within most clouds, we charac-

terize the structure of moisture variability associated with changes in CWV.

We then link this vertical structure, via entrainment, to empirical satellite-

based studies showing a sharp pick-up of precipitation at high CWV values

(Bretherton et al. 2004; Peters and Neelin 2006). Many studies have suggested

that dry air in the free troposphere is unfavorable to deep convection, with en-

trainment of this dry air, and subsequent reduction of updraft buoyancy, being

the most likely cause of this relationship (Austin 1948; Malkus 1954; Brown and

Zhang 1997; Parsons et al. 2000; Tompkins 2001b; Grabowski 2003; Derbyshire

et al. 2004). We therefore explore simple entrainment profiles based on in-

creasing mass flux through a deep lower-tropospheric layer—these non-constant

entrainment profiles have been seen in large eddy simulations of shallow convec-

tion (Siebesma et al. 2007). Since they weight the resulting plume mixture more

evenly throughout the lower troposphere, these profiles are especially relevant to

4



questions about the effects of CWV on entraining plume buoyancy.

Having associated CWV with a characteristic moisture perturbation profile,

in Chapter 4 we explore the CWV/precipitation relationship at high temporal

resolution using microwave radiometer and optical gauge observations at Nauru.

Here we attempt to better characterize the precipitation pick-up at high CWV at

different lags, investigating the potential for CWV as a predictor of precipitation

in models. We also look at the variability of the onset of precipitation events

and their size distributions as a function of CWV, testing some implications of

viewing precipitation as a continuous phase transition (Peters et al. 2002; Peters

and Neelin 2006).
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Chapter 2

The Convective Cold Top and
Quasi Equilibrium

Abstract

To investigate dominant vertical structures of observed temperature perturba-

tions, and to test the temperature implications of the convective quasi-equilibrium

hypothesis, the relationship of the tropical temperature profile to the average free-

tropospheric temperature is examined in Atmospheric Infrared Sounder (AIRS)

satellite data, radiosonde observations, and National Centers for Environmental

Prediction-National Center for Atmospheric Research (NCEP-NCAR) reanalysis.

The spatial scales analyzed extend from the entire Tropics down to a single reanal-

ysis grid point or radiosonde station, with monthly to daily time scales. There

is very high vertical coherence of free-tropospheric temperature perturbations.

There is also fairly good agreement throughout the free troposphere between

observations and a theoretical quasi-equilibrium perturbation profile calculated

from a distribution of moist adiabats. The boundary layer is fairly independent

from the free troposphere, especially for smaller scales.
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A third vertical feature of the temperature perturbation profile is here termed

the “convective cold top” — a robust negative correlation between temperature

perturbations of the vertically averaged free troposphere and those of the upper

troposphere and lower stratosphere. The convective cold top is found for observa-

tions and reanalysis at many temporal and spatial scales. Given this prevalence,

the literature is reviewed for previous examples of what is likely a single phe-

nomenon. One simple explanation is proposed: hydrostatic pressure gradients

from tropospheric warming extend above the heating, forcing ascent and adia-

batic cooling. The negative temperature anomalies thus created are necessary for

anomalous pressure gradients to diminish with height.

2.1 Introduction

This study addresses the typical vertical structure of temperature perturbations

in the tropical atmosphere. Assumptions regarding the effects of deep convection

on temperature structure are implicit in most large-scale tropical models. More

specifically, convective parameterizations being used in current climate models

typically involve the consumption of buoyancy and an explicit or implicit re-

laxation toward a neutral reference profile. Commonly, this reference profile is

related to a moist adiabat originating from a parcel in the atmospheric boundary

layer. The idea that convection consumes vertical instability, such as convec-

tive available potential energy (CAPE), at roughly the rate that it is created

by large-scale forcing, is generally called the quasi-equilibrium (QE) theory and

is clearly presented in Arakawa and Schubert (1974); it can also be found in

various forms in Manabe et al. (1965), Betts (1973), Betts and Miller (1986),
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Emanuel (1991), Moorthi and Suarez (1992), Randall and Pan (1993), Zhang and

McFarlane (1995), and Raymond (1997).

One application of QE theory involves simplifying temperature and moisture

structure in the vertical for use in intermediate complexity models, such as the

quasi-equilibrium tropical circulation model (QTCM; Neelin 1997; Neelin and

Zeng 2000). The main assumption made by such a model is that most of the

tropospheric variance can be represented by coherent vertical structures for tem-

perature and moisture that in turn lead to simplified prediction of baroclinic

pressure gradients and precipitation, respectively. To calculate baroclinic pres-

sure gradients and resulting velocity fields, the shape of the vertical temperature

structures is important.

This study tests both the ability to represent the vertical temperature struc-

ture in a simplified manner and the adherence to a moist-adiabatic perturbation

profile as predicted by QE. Note that these are two separate questions, although

there is evidence that QE should have an important constraining effect in the

Tropics (Arakawa 2004).

Several studies have used observations to determine whether and to what

degree quasi equilibrium holds. Xu and Emanuel (1989) found that soundings

over the western Pacific were nearly neutral to moist adiabats lifted from the

upper boundary layer. Brown and Bretherton (1997) found significant correla-

tions between vertical mean temperatures in the troposphere and boundary layer

equivalent potential temperature (θe), but the constants of proportionality were

about half of those predicted by strict QE. Sobel et al. (2004) found fairly large

correlations between boundary layer and lower-tropospheric temperatures but
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lower correlations with upper-tropospheric temperatures. One challenge faced by

all of these studies is exactly which boundary layer parcel, in terms of horizontal

and vertical location, to choose when making comparisons to free-tropospheric

observations. Another challenge is the relatively sparse data available over the

tropical oceans.

The present study largely sidesteps the first challenge by regressing temper-

ature perturbations at each level on the vertically averaged free-tropospheric

perturbations, and comparing these with corresponding regressions calculated

from a range of moist adiabats. This makes the comparisons less sensitive to the

specific moist adiabat used, and thus to the specific boundary layer conditions

measured locally. We also investigate the degree of vertical coherence of pertur-

bations independent of the particular shape found. Radiosondes, Atmospheric

Infrared Sounder (AIRS) satellite data, and National Centers for Environmental

Prediction-National Center for Atmospheric Research reanalysis (NCEP-NCAR)

are used to maximize the range of time and space scales. A highly coherent free

troposphere at all scales and for all datasets is found, with reasonably moist-

adiabatic regression curve shapes.

One result not expected from simple QE theory, discussed in section 2.5, is

the significant and robust negative correlation between temperature perturba-

tions near and above the tropopause and those of the vertically averaged free

troposphere. We refer to this phenomenon here as the “convective cold top,” al-

though this assumes that on the analyzed time scales perturbations of vertically

averaged free-tropospheric temperature are directly related to deep convection.

Given the prevalence with which we encounter this feature, it is not surprising
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that many previous publications contain instances of what appear to be, in retro-

spect, similar phenomena. Section 2.5.1 is a brief review of the relevant literature.

We argue that one simple explanation can explain why this result is so preva-

lent. We show that even in a simple linear model in hydrostatic balance broad

ascent and thus adiabatic cooling occur slightly above the maximum extent of

the convective heating. Negative temperature anomalies are required by simple

dynamical constraints. In addition to addressing the coherent free-tropospheric

temperature structure and the convective cold top, we note the relative indepen-

dence of the boundary layer, although this is not our main focus.

Section 2.2 is a description of the data used in this study, followed by the data

analysis method in section 2.3 and analysis results in section 2.4. Section 2.5

discusses the convective cold top in relevant literature and in a simple model,

and expands our explanation for it. A summary follows in section 2.6.

2.2 Observations and data

2.2.1 AIRS satellite data

We use level-2 version 4 AIRS satellite data soundings averaged over horizontal

boxes within 15◦S–15◦N at standard pressure levels (1000, 925, 850, 700, 600, 500,

400, 300, 250, 200, 150, 100, 70, 50, 30, 20, 15, and 10 hPa). Each footprint has

45 km × 45 km horizontal resolution. The AIRS instrument is aboard the polar-

orbiting Aqua satellite and combines microwave passive radiation with infrared

radiation, allowing for more accurate vertical representations of temperature and

moisture. Daily values have been found by averaging twice-daily swath profiles

occurring in each box in a given 24-h period. Only the highest quality (total
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profile flag = 0) soundings have been retained, meaning mainly those over the

ocean and outside of heavily clouded regions (see Susskind et al. 2003). The

temperature data at this quality level have rms differences of 1 K or less in

the free troposphere, around 1 K near the surface, and around 2 K or less in

the lower stratosphere, when compared to collocated and coincident radiosondes,

with biases of 0.2 K or less at most levels and up to 0.8 K above the tropopause

(Divakarla et al. 2006; Tobin et al. 2006).

The daily time scale data analyzed range over the two years from 19 November

2003 to 18 November 2005, with two missing days. The first three harmonics of

the seasonal cycle and an independent 2-yr harmonic [to account for the quasi-

biennial oscillation (QBO)] have been removed (see section 2.3). For the smallest

spatial scale over half the days were missing, so that the next largest spatial-scale

data (10◦S–10◦N, 140◦E–180◦) were used on missing days only for purposes of

finding harmonics. The monthly time scale was found by averaging the anomalies

into 24 monthly values.

2.2.2 CSU TOGA COARE gridded rawinsonde data

The Colorado State University (CSU) sounding data (Ciesielski et al. 2003) come

from four months of the Tropical Ocean Global Atmosphere Coupled Ocean-

Atmosphere Response Experiment (TOGA COARE) dataset, provided by the R.

Johnson research group. These months are during the Intensive Observing Pe-

riod (IOP), November 1992–February 1993. The source data are from a merged

profiler-rawinsonde dataset (Ciesielski et al. 1997) and sounding data from other

Priority Sounding Sites (PSSs). These temperature and moisture data are avail-
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able on a horizontal 1◦ × 1◦ latitude-longitude grid at 25-hPa vertical resolution.

They have been analyzed at standard pressure levels (as in AIRS, except above

150 hPa there are levels every 25 hPa up to 25 hPa), and the 4 times daily

analyses have been averaged into daily values.

2.2.3 CARDS radiosonde data

Three stations on Pacific warm pool islands have been selected from the Compre-

hensive Aerological Reference Dataset (CARDS; Eskridge et al. 1995) because of

their locations and their almost 50 shared years of observations (1953–99). The

three stations are Koror (7.3◦N, 134.5◦E), Chuuk (7.5◦N, 151.8◦E), and Majuro

Atoll (7.1◦N, 171.4◦E). The CARDS data have 50-hPa vertical resolution between

1000 and 100 hPa, and then include 70-, 50-, and 30-hPa levels above, and have

been subjected to a rigorous quality control process by the data team (Eskridge

et al. 1995). We have averaged all available daily data into monthly values and

then removed the seasonal cycle. The much smaller sample size for pressure levels

above 250 hPa (around 85 months, almost all at the very end of the larger time se-

ries) made it necessary to slightly adjust the domain of the vertical average being

used in our regressions for CARDS data (and the accompanying moist-adiabatic

slope curve) from 850–200 to 850–250 hPa. Note that the CARDS dataset has

now been superseded by the Integrated Global Radiosonde Archive, although for

the purposes of this study there are no major differences (Durre et al. 2006).
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2.2.4 NCEP-NCAR reanalysis

The NCEP-NCAR reanalysis (Kalnay and coauthors 1996) consists of model

initialization data with assimilated observations that have been analyzed with a

GCM in a consistent manner over many years. Temperature data are located on a

2.5◦ × 2.5◦ horizontal grid at standard pressure levels (as in AIRS, except without

the 15-hPa level). The years 1979–2003 are used because of better data quality

in the satellite era. Monthly anomalies are taken for the entire period to remove

the seasonal cycle. Daily data have been used for the same two years as the AIRS

data, with the same harmonics removed, for comparison purposes. For monthly

anomalies, we have removed the four months of the IOP of TOGA COARE

(November 1992–February 1993) because of problems during those four months

with the assimilation of TOGA COARE data leading to significant temperature

outliers in the Pacific warm pool region. NCEP-NCAR is a useful proxy for QE-

type behavior, since it assimilates real data but relies on a large-scale numerical

assimilation model, which in turn uses a relaxed Arakawa-Schubert convective

parameterization with a quasi-equilibrium closure that for deep convection relies

on a moist-adiabat-like test of CAPE, accounting for entrainment, for boundary

layer parcels (Pan and Wu 1995).

2.2.5 Analysis regions

To compare several different sources of data at many spatial scales in the Tropics,

we have defined a few main horizontal boxes for our analyses. We focus on tropical

regions, centering our smaller boxes over the Pacific warm pool, an area of active

convection where TOGA COARE data was available. We also analyze one largely
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nonconvecting region in the eastern tropical Pacific.

The exact boundaries of these boxes differ slightly with each dataset. For

instance, the latitude-longitude boundaries listed for NCEP-NCAR refer to the

grid points used, so that the actual range covered extends 1.25◦ beyond the stated

range. Similarly, the range covered by the CSU TOGA COARE gridded dataset

extends 0.5◦ beyond the stated range. The boundaries in the case of AIRS data

refer to the centers of footprints included (and each footprint is 45 km wide).

AIRS data are also only over oceans and a few large lakes, and outside regions

with high cloud liquid water, as discussed above. The CARDS data used are an

average of three radiosonde stations on Pacific islands on or near the line 7◦N,

135◦–170◦E, so we use that label on CARDS plots.

2.3 Method of analysis

This analysis tests the coherence of temperature perturbations in the vertical

with an emphasis on the free troposphere, where relatively fast-moving gravity

waves caused by deep convection are assumed to spread uniform temperature sig-

nals over large regions in short amounts of time (on the order of 1 h over 100 km;

Nicholls et al. 1991). At each pressure level, temperatures have been regressed

on free-tropospheric column average temperatures and the linear regression co-

efficient (slope) has been plotted. This approach is related to that used in Fig.

3 of Chiang and Sobel (2002), which shows regressions on monthly anomalies

of NCEP-NCAR temperatures (from 800 to 5 hPa) of the first principle com-

ponent of the same temperature perturbations from 750 to 200 hPa. The first

principle component in that study had a 0.95 linear correlation coefficient with
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the same time series of microwave sounding unit (MSU) channel-2 tropospheric

temperature, a measure of vertical average temperature.

For comparison to the regression analysis on the temperature data, the cor-

responding analysis has been done for a distribution of reversible moist adiabats

(neglecting ice). Note that although we refer to these profiles as moist adiabats,

they begin along a dry adiabat until reaching the lifting condensation level (LCL),

which occurs between 925 and 900 hPa. First, 60 evenly spaced parcels are given

a range of temperatures at 1000 hPa, starting with constant relative humidity.

For the cases presented in this article, all moist-adiabatic slope curves come from

the same temperature range (298–301 K) and the same relative humidity (83%)

at 1000 hPa. These values are typical of warm tropical regions under precipi-

tating conditions, as discussed in the appendix. A sensitivity analysis using the

daily NCEP-NCAR 1000-hPa data, also described in the appendix, found very

little variability in tropical tropospheric regression coefficients. The code for cal-

culating the moist adiabats comes from a script included with Emanuel (1994).

These slopes could alternatively have been calculated analytically using a moist-

adiabatic equation linearized around a specific moist adiabat. However, we chose

the current method because it works just as well, more exactly parallels our data

analysis method, and allows us to use ranges of values to make a linear approx-

imation across the nonlinear range (though admittedly the linearization made

from the moist adiabat at the center of the range is virtually indistinguishable

from our result). This moist-adiabatic perturbation profile lines up closely with

the temperature perturbation profile used for the QTCM based on an analytical

linearization around the equation for a moist pseudoadiabat (Neelin and Zeng

15



2000).

At daily time scales for NCEP-NCAR and AIRS we removed the first 2-yr

harmonic, since it is independent of the three seasonal cycle harmonics removed

and since the QBO cycle over the particular two years analyzed seems to be fairly

close to a 2-yr period, based on the National Oceanic and Atmospheric Adminis-

tration (NOAA) Climate Prediction Center data. The variability associated with

this harmonic is small in the troposphere, but significant above the tropopause,

and it is clearly of much larger time scale than those of interest for daily data.

We did not remove any QBO-related cycle from the longer time series because of

difficulties in characterizing a quasi-periodic phenomenon, although this would

be useful in future work.

Figure 2.1 shows an example of a scatterplot used to determine one linear

regression coefficient (slope). The y axis is the temperature anomaly at a given

pressure level (in this case 400 hPa), while the x axis is the free-tropospheric

average temperature anomaly between 850 and 200 hPa. Each point represents

a single time (1 day in this example) averaged over the spatial box shown. The

slope of the linear regression line is the value that will appear in later figures.

The dashed gray line represents the same regression using a series of moist adi-

abats, shifted in position for clarity (the scatterplot is not shown but is almost

indistinguishable from a straight line, with a correlation coefficient of 1). Note

that all moist-adiabatic slopes shown in the following figures are the same; they

do not depend in this study on spatial or temporal considerations.

Our plots of correlation coefficients include gray shading between the positive

and negative critical values of statistical significance at the 95% level. To account
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Figure 2.1: Schematic showing the method of regression analysis, for NCEP-NCAR
reanalysis temperature anomalies, November 2003–November 2005, 15◦S–15◦N. The
slope of each line will be represented in subsequent figures by single regression coefficient
values at that pressure level, with the correlation coefficient on another, similar plot.

for autocorrelation, we calculate the critical value using Student’s t test, but with

the effective sample size in place of the actual sample size:

Neff = N
(1 − r1r2)

(1 + r1r2)
,

where Neff is the effective sample size, N is the original sample size, and r1 and

r2 are the lag-1 autocorrelations of the two time series (Bretherton et al. 1999).

Differences between adjacent critical values of less than 0.05 are rounded upward

for clarity, provided that the rounded values are not close to the actual data

points at their respective levels. Although the correlation coefficients within the

free troposphere will be slightly inflated using our method, since temperatures at

those levels are also included in the vertical average, tests using vertical averages

excluding the actual level in each regression show only about 1%–2% differences

for all but the two outermost levels, and differences in correlation coefficients of
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around 0.01, with a maximum difference of 0.03, again at the outermost levels.

Unlike Brown and Bretherton (1997), we do not include regressions made

by reversing our dependent and independent variables. Since the vertical aver-

age temperature incorporates many relatively independent temperature observa-

tions, it should generally have less noise than the temperature at any given level.

Therefore, to minimize regression error, the vertical average is more suitable as

an independent variable.

2.4 Vertical structure across scales

2.4.1 Comparison across spatial scales

Figure 2.2a shows linear regression coefficients for temperature at each pressure

level regressed on free-tropospheric vertically averaged temperature for two years

of NCEP-NCAR daily anomalies at four spatial scales, ordered from largest to

smallest, along with the moist-adiabatic regressions discussed in section 2.3. One

simple interpretation of the regression coefficients is that each value represents

the change of temperature at a single level associated with a 1-K increase of free-

tropospheric temperature. To illustrate, the slope in Fig. 2.1 appears as a single

point at 400 hPa in the top-left panel in Fig. 2.2a, and the moist-adiabatic slope

in Fig. 2.1 appears as the point on the gray line at 400 hPa in all four panels

in Fig. 2.2a. The correlation coefficient for Fig. 2.1 likewise appears in the left

panel in Fig. 2.2b.

We present the NCEP-NCAR data first in order to calibrate our analysis using

a dataset that should be constrained by a version of QE when and where there
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is deep convection (see section 2.2.4). It is expected that NCEP-NCAR, when

compared with pure observations, should have higher correlations reaching even

into the boundary layer and closer agreement with the moist-adiabatic curve.

Below the LCL, even a strict QE parameterization will have departures from the

moist-adiabatic curve since these are only temperature regressions, neglecting the

degree of freedom introduced by variable relative humidity.

The values in Fig. 2.2a agree surprisingly well with the moist-adiabatic curve

in the troposphere, especially in the free troposphere from 700 to 250 hPa. This

middle layer also consistently has the highest correlation coefficients as seen in

Fig. 2.2b, especially in the largest regions. The large correlation coefficients in

the free troposphere may be partly expected because the quantity being regressed

on is simply the free-tropospheric vertical average (see section 2.3), but there is

still obviously a high level of coherence among different levels within this layer,

and there would be no purely statistical reason to expect the particular regression

coefficients to line up with the moist-adiabatic ones. Also, the free-tropospheric

average used in the regressions includes 850 hPa, which nevertheless has correla-

tion coefficients and regression coefficients typical of the boundary layer. In fact,

repeating the regression analysis using the full-tropospheric vertical average, or al-

ternatively the 400- or 500-hPa temperature only, in place of the free-tropospheric

average does not significantly change this agreement in the free troposphere or

the features present at other levels.

Above the troposphere, there are always large negative regression and cor-

relation coefficients at some level or levels (i.e., the convective cold top). This

is clearly a departure from the moist-adiabatic curve, which is positive at every
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level. Adherence to that curve is not expected to be as strong at levels that

deep convective elements seldom reach, but the negative values clearly require

explanation. The negative regression coefficients making up the convective cold

top in Fig. 2.2a are larger for the smallest regions (although this is not true for

the AIRS data).

There is a significant departure from the moist-adiabatic regressions in the

“boundary layer” (which we use hereafter for 1000–850 hPa), with generally lower

correlation coefficients as well. Possible reasons for this departure are discussed

above and in section 2.6. The boundary layer in general has slightly higher

correlations at larger scales.

Figure 2.3 shows the same regions (but only over oceans) and years as Fig. 2.2

(including the smallest region, since one reanalysis grid point covers 2.5◦ × 2.5◦),

but using daily anomalies of AIRS data. The three main vertical features men-

tioned above are very distinct. The free troposphere is well correlated with its

vertical average. The regression slopes are less in agreement with the moist-

adiabatic curve in Fig. 2.3a than in Fig. 2.2a. In particular, there is a noticeable

positive bulge in the middle troposphere that we have noticed in other datasets

as well. This may be related to regions and places that are not precipitating as

much, since an analysis using precipitation masking with NCEP-NCAR reanal-

ysis (not shown) revealed this feature to be much more pronounced during days

with low precipitation. The largest AIRS region in Fig. 2.3a appears less moist

adiabatic than the second-largest (warmer ocean) region, probably because the

largest region includes the less-convecting eastern Pacific (see section 2.4.3). The

cold top regressions and significant negative correlation coefficients in Fig. 2.3 are
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Figure 2.3: AIRS daily anomalies over ocean for the same four tropical boxes as in
Fig. 2.2. (a) Regression coefficients (squares) with moist-adiabatic curve (dashed gray
line). (b) Correlation coefficients with gray shading between the critical values for 95%
significance.
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fairly consistent across regions, unlike in Fig. 2.2.

As expected, the boundary layer has lower correlation coefficients than the

free troposphere. This is more pronounced than in Fig. 2.2, and does not have

an obvious dependence on scale. This fact may be exaggerated by our use of

only the best quality AIRS profiles, which exclude deep convection and therefore

are weighted toward soundings with less precipitation and less QE constraint.

The larger the region, the more significant this effect, since temperatures are

not as uniform for a given day (despite the tendency of gravity waves to spread

temperature uniformly).

Figures 2.4a,b show analysis of 47 years of CARDS radiosonde monthly anoma-

lies from three west Pacific warm pool islands averaged together. Figures made

from each of the islands individually (not shown) are very similar to the average

and to each other. Slopes generally follow the moist-adiabatic curve, although

they are noticeably lower in the boundary layer and higher in the lower free tropo-

sphere. Correlation coefficients are very high (almost 1) in the free troposphere,

becoming noticeably lower below 800 hPa. Also, there is a statistically significant

cold top above the troposphere. Note that the column-average temperature being

regressed upon for the CARDS data and corresponding moist-adiabatic curve is

a slightly smaller layer of the free troposphere (850–250 hPa) because of much

smaller samples of good-quality data above 250 hPa (see section 2.2.3).

To compare CARDS data with AIRS data, we have averaged the two years of

daily anomalies used to make Fig. 2.3 into monthly anomalies over a region similar

to, though somewhat larger than, that containing the three CARDS islands.

We used this larger size region to ensure that every day had high-quality AIRS
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profiles. The resulting regression coefficients in Fig. 2.4c are even closer to the

moist-adiabatic curve than the CARDS data, though they are admittedly over

ocean, not islands, and for a much smaller time period, which may result in

sampling issues. The cold top regression and correlation coefficients for AIRS

data (Figs. 2.4c,d) are much larger in amplitude than the corresponding CARDS

values in Figs. 2.4a,b, possibly because of the relatively sparse CARDS data at

high levels.

Figure 2.4 makes an interesting comparison with Fig. 2.5, which shows monthly

anomalies of 25 years of NCEP-NCAR reanalysis over the same four regions as in

Figs. 2.2–2.3. The bottom-left panel in Fig. 2.5a, and its associated correlation

coefficients in Fig. 2.5b, are from a similar warm pool region and have the same

main features as the observational analyses in Fig. 2.4. The slopes are generally

closer to the moist-adiabatic curve for NCEP-NCAR, though not much closer

than AIRS. Going from larger to smaller scales in Fig. 2.5, the boundary layer

becomes more independent, and there is also a slightly less coherent lower free

troposphere than upper free troposphere. The convective cold top is present for

all regions, though not as large or significant as in Figs. 2.4c,d, and not significant

at the 95% level at the largest scales in Fig. 2.5. The QBO is a very large signal

in the tropical stratosphere on long time scales (Plumb and Bell 1982; Huesmann

and Hitchman 2001), making it difficult to separate from a possible convective

signal and also reducing statistical significance given the autocorrelations associ-

ated with the QBO.
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Figure 2.5: NCEP-NCAR 1979–2003 monthly anomalies for the same four tropical
boxes as in Fig. 2.2. (a) Regression coefficients (squares) with moist-adiabatic curve
(dashed gray line). (b) Correlation coefficients with gray shading between the critical
values for 95% significance.
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2.4.2 Comparison across time scales and sampling issues

Since it spans many different scales, we employ the NCEP-NCAR reanalysis for

a direct comparison over different time scales at various regions. Comparing the

monthly anomalies in Fig. 2.5 with the daily anomalies in Fig. 2.2, the most

obvious difference is that the convective cold top is larger (in both regression and

correlation coefficients) for the daily time scale, particularly at smaller spatial

scales, although the AIRS data in Fig. 2.3 do not show this dependence. In

the troposphere, as expected, correlation coefficients are generally higher at all

vertical levels for monthly anomalies. This agrees with a recent analysis of the

tropical vertical temperature structure of the 40-yr European Centre for Medium-

Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40) monthly anomalies,

which shows large tropospheric vertical coherence mainly related to El Niño-

Southern Oscillation (ENSO) variability, as well as an accompanying cold top

feature centered from 50 to 70 hPa (Trenberth and Smith 2006). The regression

coefficients line up extremely well with the moist-adiabatic curve, even at the

boundary layer and at all scales (with a slight deviation at the Pacific warm

pool), suggesting as expected that QE dominates temperature perturbations on

longer time scales even more so than on daily time scales in the NCEP-NCAR

reanalysis.

We now cautiously extend our time-scale comparisons to radiosonde datasets,

at different locations in the Pacific warm pool region. Figure 2.6 shows analysis

over this region for 4 months of daily average gridded CSU TOGA COARE

merged profiler-rawinsonde data. This figure confirms a coherent free-troposphere

feature resembling the moist-adiabatic curve even at daily time scales. Also
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Figure 2.6: CSU TOGA COARE November 1992–February 1993 daily averages for
the Pacific warm pool region. (a) Regression coefficients (squares) with moist-adiabatic
curve (dashed gray line). (b) Correlation coefficients with gray shading between the
critical values for 95% significance.

present are a pronounced cold top regression amplitude (significant at around

the 75% level) and an independent boundary layer. Since the CARDS analysis

in Figs. 2.4a,b, over three Pacific warm pool islands with a larger time scale and

a longer time series, shows extremely high correlation coefficients throughout the

free troposphere, fairly low but still statistically significant correlations and slopes

in the boundary layer, and a moderately significant, smaller cold top slope above,

we can conjecture that our main conclusions about time scales made above with

respect to NCEP-NCAR also hold for radiosonde data. Note that the AIRS data

in Fig. 2.3 also show many of the attributes mentioned above for daily time scales.

Monthly AIRS anomalies analyzed over the same regions (not shown) as those

in Fig. 2.3, however, do not differ appreciably from the daily analyses; a longer

time series would help resolve this.

To interpret Fig. 2.6, a relatively short daily time series with the seasonal cy-

cle still included, we made comparisons of some similar time series using NCEP-
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NCAR reanalysis (not shown). Removing the seasonal cycle improves significance

of correlation coefficients, and results in slightly more tropospheric agreement

with the moist-adiabatic curve. The particular 4-month period can make a sig-

nificant difference in the locations of kinks in the curve, and to boundary layer

independence, which sometimes approaches the degree seen in Fig. 2.6 even in

the reanalysis.

2.4.3 A nonconvecting region

As an example of a nonconvecting region, we consider the eastern Pacific, from

the equator to 15◦S, where there is climatological annual mean subsidence at

500 hPa (as measured from the NCEP-NCAR data). For monthly NCEP-NCAR

data, Figs. 2.7a,b show regression coefficients close to the moist-adiabatic curve

in the free troposphere, similar to Fig. 2.5. One difference is that boundary

layer regressions are larger, possibly because long time-scale SST changes in this

region are of larger amplitude than, but fairly well correlated to, nonlocal tropical

convective warming affecting the free troposphere. The cold top feature, as in

Fig. 2.5a, is small and not statistically significant.

At daily scales, Figs. 2.7c,d show an analysis of the AIRS and NCEP-NCAR

data over the same region. There is clearly less agreement with the moist-

adiabatic curve in Fig. 2.7c, especially for the AIRS data. We interpret the

conformance to the moist-adiabatic curve in monthly, but not in daily, data as

being due to the horizontal adjustment process by wave dynamics. We suspect

that deviations from the moist-adiabatic curve in previous figures, specifically

positive deviations in the middle free troposphere and negative ones in the upper
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Figure 2.7: An eastern Pacific, largely nonconvecting region. (a) Regression coefficients
for NCEP-NCAR monthly anomalies (squares) with moist-adiabatic curve (dashed gray
line). (b) Correlation coefficients for NCEP-NCAR monthly anomalies with gray shad-
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cles). Critical values for 95% significance are shown by gray shading (NCEP-NCAR)
or dashed lines (AIRS).
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free troposphere, are related to nonconvecting times and places contributing to

those averages. There is also less coherence in the free troposphere in Fig. 2.7d,

and the boundary layer correlations are especially low. The cold top feature re-

mains robust at daily scales, suggesting that the shape of the tropospheric warm-

ing, and its source (in this case, likely wave dynamics spreading temperature

perturbation signals from neighboring tropical regions) is not crucially important

in determining the convective cold top.

2.5 The convective cold top

Figures 2.2–2.7 all exhibit a robust negative slope and correlation between the

upper-tropospheric-lower-stratospheric temperature and the free-tropospheric av-

erage temperature. In nearly all cases, at all scales, this correlation is statistically

significant at the 95% level or higher, except for NCEP-NCAR at monthly scales

over the largest tropical spatial scales, and for a 4-month raw time series of daily

radiosonde data. Given the prevalence with which we find this phenomenon in

our results, it is not surprising that an extensive search through the literature

has uncovered many descriptions of this type of behavior in various forms, which

we believe are all connected to a single underlying mechanism. We include here

a brief review of some relevant articles as well as evidence of the convective cold

top in a linear Boussinesq 2D model of a uniformly stratified fluid with prescribed

heating and a semi-infinite domain. We then present a simple explanation that

the cooling results from hydrostatic horizontal pressure gradients that extend

above the top of the convective heating, causing divergence and broad adiabatic

ascent.
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2.5.1 Relevant studies

Early studies of tropical cyclones noted a pool of cold air above the warm cen-

tral core and hypothesized that this was due to the overshooting of cumulus

towers (Arakawa 1950; Koteswaram 1967). Jordan (1960) presented radiosonde

observations over islands in the Pacific warm pool and suggested that very cold

tropopause temperatures might be related to increased periods of deep convec-

tion. Johnson and Kriete (1982) noted observations of cold anomalies at the

top of mesoscale anvils in the Indonesian region during the International Winter

Monsoon Experiment (Winter MONEX) and discussed several possible reasons

for this. One hypothetical cause was cloud-top radiative cooling, and evidence

supporting this idea included observations by Webster and Stephens (1980), who

found significant radiative cooling at the cloud top, which they defined as ap-

proximately 200 hPa. However, as Johnson and Kriete (1982) pointed out, the

observed radiative cooling occurs in the upper layers of the clouds themselves,

which according to aircraft radar data were no higher than 100 hPa, whereas the

maximum cooling occurred about 1–2 km above these anvil tops. They also raised

the possibility that ice injected into the lower stratosphere might create radiative

cooling there, as well as the theory (by then mentioned in several places) that

overshooting updrafts in convective towers could be responsible. More recent

observations of cold anomalies above short time-scale equatorial waves include

those by Haertel and Kiladis (2004), while Reid and Gage (1996) found negative

temperature correlations with the free troposphere at high levels over Truk in the

western Pacific using eight years of radiosondes.

Similar observations of mesoscale cold pools above midlatitude summertime
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convective complexes prompted Fritsch and Brown (1982) to perform numerical

experiments using a primitive equation model with 20-km horizontal resolution.

They found that a mesoscale cold pool was formed aloft in two almost identical

experiments, one in which the detrainment of directly overshooting parcels was

parameterized at the cloud top, and the other with this direct cooling omitted.

In fact, in the latter case the broad adiabatic ascent that led to all of the cool-

ing in that experiment was stronger than in the case where diabatic cooling was

parameterized. Pandya and Durran (1996) used a fully compressible, nonhydro-

static, dry model to show that adiabatic lifting due to gravity waves above and

behind squall lines can cause large negative temperature perturbations without

overshooting turrets. Reid et al. (1989) and Reid (1994) correlated temperatures

from radiosonde stations at various levels with the ENSO index, proposing verti-

cal ascent and adiabatic cooling as an important possible mechanism for negative

correlations at high levels. Reid (1994) also argued that, assuming a “capping

level” above which ENSO deep convection signals are no longer projected onto

geopotential gradients, there must be cooling above tropospheric heating. This

argument, applied to more varied scales, is similar to our overall explanation

for why the convective cold top is so prevalent. The idea that adiabatic ascent

might vary depending on the amount of concurrent diabatic cooling will also be

discussed in more detail below.

Highwood and Hoskins (1998) presented several mechanisms by which deep

convection might influence the cold point tropopause. They showed that a Gill-

type model (Gill 1980) with prescribed heating generates large-scale adiabatic

cooling at high levels associated with equatorial Kelvin and Rossby waves. They
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also discussed downward control via the stratospheric pump (i.e., midlatitude

cyclones generate breaking waves in the stratosphere, causing divergence and

adiabatic cooling over the Tropics and leading to enhanced deep convection),

and the possible contribution of overshooting turrets (e.g., as observed on small

scales by Danielsen 1993). Teitelbaum et al. (2000) also discussed these possible

mechanisms for stratospheric cooling related to convection.

On long time scales, some authors have proposed that deep convection could

be related to the QBO in the stratosphere via several mechanisms, including dy-

namical cooling of the tropopause layer by the east phase of the QBO, although

observations show that that phase does not always accompany cooling (e.g., Col-

limore et al. 2003). Kuang and Bretherton (2004) argued that cooling at the

cold point tropopause (and hence the drying of air entering the stratosphere)

is strongly tied to convection, mainly through turbulent mixing (overshooting

parcels), contradicting several other studies advocating a more gradual process

largely related to radiative effects (e.g., Holton and Gettelman 2001; Thuburn and

Craig 2002). Kuang and Bretherton (2004) used a cloud-resolving model (CRM)

with continuously active convection, but they could not address the question as

to whether turbulence or broad adiabatic ascent is more important, since convec-

tively driven adiabatic ascent would also be correlated with increases in tracer

injection by overshooting parcels (their model cannot produce mean horizontal

adiabatic temperature change at any vertical level because it has periodic lateral

boundaries and a rigid lid). Sherwood et al. (2003) noted a cooled tropopause

feature above convection in regional radiosonde data and inferred from a simple

numerical model that this was likely caused by a combination of adiabatic as-
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cent and diabatic turbulent mixing, and Robinson and Sherwood (2006) showed

similar results using a CRM.

2.5.2 Convective cold top in a linearized Boussinesq model

To simulate the underlying process we believe is responsible for the ubiquity of

the convective cold top, we use a simple linearized model of a uniformly stratified

hydrostatic Boussinesq atmosphere initially at rest, which is forced by constant

sinusoidal heating and has a semi-infinite domain (as opposed to a rigid lid). The

equations and parameters are discussed in detail in Nicholls et al. (1991), while a

correction to the computational evaluation of the semi-infinite solutions, as well

as a simpler equivalent solution for vertical velocity constructed by superimposing

a series of pulse buoyancy sources at single levels, are presented by Pandya et al.

(1993) [their Eq. (6)].

The basic linearized 2D equations (neglecting rotation) are

∂u

∂t
+

1

ρ0

∂p′

∂x
= 0, (2.1)

1

ρ0

∂p′

∂z
= b, (2.2)

∂b

∂t
+ wN2 = Q, (2.3)

∂u

∂x
+

∂w

∂z
= 0, (2.4)

where u, w, p′, b, and N are the horizontal velocity, vertical velocity, perturbation

pressure, buoyancy, and buoyancy frequency per mass unit, respectively, and Q

is the thermal forcing (Nicholls et al. 1991). Following Pandya et al. (1993) and

Nicholls et al. (1991), ρ0 = 1 kg m−3, N = 0.01 s−1, and Q is constant in time, a

heating rate that is sinusoidal in vertical height (only one positive heating mode,
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maximum at 5 km and going to zero at the surface and at 10 km) with a half-

width in the horizontal at x = 10 km and a magnitude Qm0 = 2.0 J kg−1. Vertical

velocity (w) is calculated analytically at each time step using Eq. (6) from Pandya

et al. (1993). Buoyancy (b) is determined by numerically integrating Eq. (2.3)

in time. To compare with our previous analysis, perturbation temperature T ′ =

b/(αg), where α is a linear thermal expansion coefficient such that ρ′ = −αρ0T
′

and g is the gravitational constant. In an isothermal basic-state approximation,

α = 1/T0.

Figures 2.8a,b show the progression in time over 2 h of w and b at x = 0.

At early times, w quickly increases in a deep layer. Then, above the heating,

w rapidly diminishes back toward zero, and the steady state is reached with

a warm troposphere and the cold top above. Figure 2.8c shows profiles of b

after 2 h of simulation for the center of the heating, x = 0 (solid black line),

and for a remote location with virtually no heating, x = 100 km (gray dashed

line). The two b profiles after 2 h are nearly the same below the top of the

heating, exhibiting the well-known behavior of gravity waves reducing horizontal

gradients. The convective cold top is visible in both cases, although at x = 0 the

cold top is sharper and the maximum cooling occurs at exactly z = 10 km, the

lowest height, and thus the level with maximum w integrated in time, that has

zero diabatic heating. The lower peak magnitude and more vertically spread cold

top at x = 100 km is due to the effects of vertically propagating gravity waves

that are now farther from their source. Note that the higher (in altitude) level

of the cold top minimum temperature away from the heating looks more like the

observations in Figs. 2.2–2.7. At 2 h of time, b and w can be seen over many
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values of x in Fig. 1 of Pandya et al. (1993), including a convective cold top

feature. A similar simulation (not shown) including both the half sine wave and

an equal magnitude full sine wave, with heating in the upper half and cooling in

the lower half of the troposphere (as in Nicholls et al. 1991), did not qualitatively

change the cold top feature.
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In Figs. 2.9a–c, a profile of w is plotted at three different times at x = 0 (solid

black line), and the constant Q/N2 value is shown in gray, with Q = 0 above 10

km. Figures 2.9d–f show b at the same 3 times in solid black, along with p′ in

gray. Pressure is found by vertically integrating b using the hydrostatic Eq. (2.2),

with the constant of integration set by the constraint that
∫

p′dz = 0 (which

holds if flow vanishes at some x). We approximate this condition by extending

the integration to 500 km and enforcing zero vertical mean, verifying that p′

approaches zero at the top.

Hydrostatic pressure perturbations created by positive b in the troposphere

must be compensated by p′ above to satisfy
∫

p′dz = 0. At 0.04 h (Fig. 2.9d)
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the troposphere has warmed significantly, but only small-amplitude negative b

has developed aloft at any given level. The p′ above the heating thus decays

very slowly with height, accelerating a very deep horizontal divergence. This

produces positive w decaying only slowly above the heating (Fig. 2.9a). There is

resulting adiabatic cooling where w is larger than Q/N2 and warming where w

is smaller, via Eq. (2.3). As negative b develops above the heating, where Q = 0

and ∂b/∂t = −wN2, the magnitude of p′ (and thus the magnitudes of b and

w) can decay more rapidly with height (Figs. 2.9b,c and 9e,f). This leads to a

cold top increasingly concentrated around z = 10 km (Figs. 2.9e,f), where there

is maximum w above the heating function. At 0.40 h w is approaching Q/N2

(Fig. 2.9c). By 2 h, w is virtually equal to Q/N2 at all levels, and b reaches a

steady state as shown in Fig. 2.8c. The convective cold top in this model thus

arises entirely through adiabatic cooling near the top of and above the heating

region.

The convective cold top as seen in Figs. 2.8–2.9 should not be thought of as

parcels overshooting their levels of neutral buoyancy due to momentum conser-

vation, since this is a hydrostatic model. Instead, horizontal pressure gradients

extend above the top of the heating, creating divergence and broad ascent to

satisfy continuity. Positive vertical velocity above the heating causes adiabatic

cooling, which then reverses the sign of the left-hand side of Eq. (2.2), allowing

pressure gradients to become very small aloft. The cold top takes longer to de-

velop farther from the heating, but after a short time the resulting b profiles look

relatively similar.
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2.5.3 A simple convective cold top explanation

The above model experiment demonstrates the basic mechanism that we believe

to be the fundamental cause of the convective cold top. In order for baroclinic

pressure gradients generated by convective heating to become small at high alti-

tudes, there must be cooling above the heating. In this simple hydrostatic model,

the only mechanism available for this cooling is adiabatic, caused by horizontal

divergence and broad vertical velocity reaching above the top of the heating.

In the real atmosphere, diabatic cooling due to overshooting cumulus turrets or

cloud-top radiation could contribute to part of the necessary cooling, but this

would only result in smaller horizontal pressure gradients, less divergence, and

less additional adiabatic cooling required to yield the same end result. Note that

in the model, the response above the heating spreads to remote regions as fast

as the tropospheric warming, a result not expected from local diabatic cooling

alone.

To demonstrate quantitatively how temperature perturbations above convec-

tive heating relate to free-tropospheric temperature perturbations in the data,

we use the hydrostatic equation in pressure coordinates:

Φ′(p) ≈ Rd

∫ ps

p

T ′(p)d ln p + Φ′

s, (2.5)

where Φ′ is the perturbation geopotential, Rd is the gas constant for dry air, p

is the pressure, ps is the surface pressure, T ′ is the perturbation temperature,

and Φ′

s is the surface geopotential perturbation. This result, applied to the

temperature regression slopes shown earlier in Figs. 2.2–2.6, gives the geopotential

perturbation profile associated with 1◦ of free-tropospheric vertically averaged
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warming. Because there is a barotropic as well as a baroclinic component to Φ′

s,

we then subtract the vertical mean of this profile, Φ̂′, since [Φ′ - Φ̂′] is independent

of Φ′

s, with Φ̂′ defined as follows:

Φ̂′ = (
1

ps − pt

)

∫ ps

pt

Φ′(p)dp, (2.6)

where pt is the pressure at the top of the available atmospheric data. This rep-

resents baroclinic geopotential perturbations if the barotropic mode is separated

from the baroclinic mode (e.g., surface drag effects and vertical shear effects are

minimal). To the extent that these two modes are instead interacting, the actual

Φ′ will be shifted by a vertical constant from the results shown here.

Figure 2.10 shows six plots of [Φ′ - Φ̂′], indicating that at most scales the

convective cold top brings down the baroclinic pressure gradients significantly

relative to their peak values. The d ln p differential in Eq. (2.5) implies that

temperature anomalies at upper levels are especially effective at contributing to

net geopotential gradients near the top of the atmosphere. We have included

regression coefficients at all available pressure levels, including those that are not

statistically significant at the 95% level, since we have no other values to use.

The “zero wind” level occurs uniformly near 400 hPa. Figure 2.10a suggests that

at large scales cold top effects are not as strong, but this smaller cold top may be

due to the QBO signal. In contrast, Fig. 2.10c shows a stronger-than-expected

cold top for monthly AIRS data in the western Pacific. Figure 2.10b over a similar

region for monthly CARDS data shows an expected cold top magnitude, along

with daily analyses in the Pacific warm pool region for three different datasets

(Figs. 2.10d–f).

To summarize, combining the analysis above with interpretation from the
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simple model: a cold top layer is necessary above a warmed troposphere to re-

duce pressure gradients above the heating. Unless diabatic cooling of sufficient

magnitude happens to occur, the circulation due to pressure gradients will tend

to yield adiabatic cooling, producing the needed cold top.

2.6 Summary and discussion

The majority of analyses over various datasets, time scales, and space scales

show that temperature perturbation regressions at different pressure levels can

be divided into three main features: the boundary layer, a highly coherent free

troposphere, and the convective cold top above, with a minimum negative correla-

tion near or above the tropopause. These three primary features are evident even

when temperatures at individual levels are regressed on temperatures averaged

over the entire column, or on temperatures at individual levels within the free

troposphere (not shown), instead of on a free-tropospheric average. Figure 2.11

is a schematic illustrating these vertical features, using the CARDS analysis from

Fig. 2.4. A brief discussion of each feature and some of its implications follows

below.

2.6.1 Coherent free troposphere

The free troposphere, from about 800 to 200 hPa, is the layer with the highest

correlation coefficients when the temperature at each level is regressed on the free-

tropospheric vertical average temperature. These free-tropospheric temperature

perturbations are similar to those derived from an ensemble of moist adiabats

with surface conditions typical of warm tropical oceans. Some deviations from
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Figure 2.11: Schematic of the three main features of the vertical temperature structure,
illustrated for the CARDS monthly anomalies (regression and correlation coefficients)
from Fig. 2.4.

the moist-adiabatic curve, especially for AIRS satellite data, may be due to places

and times that are not strongly convecting (such as the region shown in Fig. 2.7),

or to freezing-melting processes, although this remains a topic for future research.

The coherence of the free troposphere tends to decrease at smaller scales, but more

so for NCEP-NCAR reanalysis than for other observational data.

Overall, the highly coherent free troposphere is consistent with expectations

from theory: namely, QE establishes a coherent vertical mean temperature struc-

ture in convective zones and then gravity waves quickly spread this signal over

large scales. These results are much more consistent with QE expectations than

other approaches that have analyzed relationships between the free troposphere

and the boundary layer. This high coherence can be utilized to predict baroclinic

pressure gradients and winds using simplified vertical temperature structures.
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2.6.2 Independent boundary layer

Below the free troposphere is a largely independent boundary layer, from about

1000 to 850 hPa. For typical tropical ocean conditions this reaches above the

LCL, which is between 925 and 900 hPa. The boundary layer generally has a

correlation with the free troposphere on the order of 0.5 or less even at monthly

time scales and large space scales, and smaller for smaller scales, with regression

coefficients usually below those of the moist-adiabatic ensemble. The boundary

layer temperature in NCEP-NCAR tends to covary highly with the free tropo-

sphere to a greater extent than in AIRS and radiosonde data. This suggests that

convective parameterizations may misrepresent the troposphere-boundary layer

temperature relationship, even while correctly capturing the temperature per-

turbation profile in the free troposphere. Preliminary analyses of global climate

model (GCM) output and ERA-40 reanalysis (not shown) give results similar to

NCEP-NCAR.

One important reason for a distinctive boundary layer is that we are only

regressing temperature on temperature, rather than a measure of boundary layer

moist static energy such as θe, since we are primarily interested in the vertical

coherence of temperature signals and corresponding pressure gradients. It is

possible that boundary layer θe might track that of the free troposphere if changes

in boundary layer relative humidity compensate for variations in boundary layer

temperature. However, based on studies such as Brown and Bretherton (1997),

which did use θe in the boundary layer, and a few similar tests we did using

NCEP-NCAR and CARDS data, it is not that simple. Another likely explanation

is that the free troposphere is more homogeneous, constantly modified by fast-
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moving gravity waves from various sources of deep convection, especially over

the warmest ocean surfaces. The boundary layer should have more influence

from local surface fluxes. The relationship to convective heating is complicated

at smaller scales by subsaturated downdrafts, which reduce boundary layer θe

(Cheng 1989). Finally, when convection is locally suppressed, for instance by a

lack of conditional instability or by dry air infusions above the boundary layer, QE

no longer applies and there is little reason for temperature to behave coherently

through the whole troposphere. Likely, all of these effects and possibly others are

working simultaneously, and the boundary layer will be a topic of future work.

2.6.3 Convective cold top

A nearly universal finding is a statistically significant negative correlation coef-

ficient (between temperature and free-tropospheric average temperature) some-

where from about 100 to 50 hPa depending on the dataset. We refer to this

phenomenon as the “convective cold top.” We find it at many different scales. It

is unlikely that the negative correlations seen here on long time scales are related

to climate change (i.e., greenhouse gas warming in the troposphere correlating

with greenhouse gas cooling in the stratosphere) because we find little trend in

free-tropospheric temperatures over the years analyzed for NCEP-NCAR reanal-

ysis and the relatively few years with available stratospheric temperatures for

CARDS.

Using a linearized Boussinesq model with constant heating, we illustrate a

simple explanation for this feature. We show that as gravity waves spread the

warming due to convective heating through the free troposphere, hydrostatic
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pressure gradients will extend above the heating, causing divergence, ascent, and

adiabatic cooling aloft. This extension of outflow above the top of the heating

has important implications for calculations of gross moist stability, which have

been shown to be sensitive to the top level of integration (Yu et al. 1998).

In the real atmosphere, cooling by some means is necessary above areas of

heating in order for hydrostatic pressure gradients to become small at high alti-

tudes. Therefore, any diabatic cooling associated with convective heating should

only reduce the amount of adiabatic cooling required by our proposed mechanism.

If these horizontal pressure gradients did not go to zero above convective heat-

ing, they would cause anomalous divergence and adiabatic cooling, which would

then reduce them. The convective cold top should be thought of as an intrin-

sic response to convective heating, and as an inherent part of quasi-equilibrium

temperature adjustment.

2.7 Appendix: Sensitivity of Moist Adiabats

To demonstrate that moist-adiabatic regression coefficients show little variabil-

ity over typical tropical precipitating conditions, we present an analysis of the

original NCEP-NCAR daily data (with no harmonics removed, and no spatial

or temporal averaging) used in Fig. 2.2. We use temperatures and specific hu-

midities between 15◦S and 15◦N, at 1000 hPa, for grid points with more than

2 mm day-1 of precipitation. To facilitate analysis, 10% of these data (73 015

points) have been randomly selected. We produce (with the same code described

in section 2.3) an array of reversible moist adiabats starting from each point. Fig-

ure 2.12 shows the temperatures at each level plotted against the 850–200-hPa
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column-average temperatures for each calculated sounding. Pressure has been

labeled for each data curve on alternate sides. Diamonds along the horizontal

axis mark the location of the distribution octiles (eighth quantiles, defining the

boundaries between the eighths). Vertical average temperature correlates almost

perfectly with 1000-hPa θe (not shown), though the relationship is weakly nonlin-

ear. The 1000-hPa θe equals 348.5, 354.4, and 360.1 K at the first octile, median,

and seventh octile, respectively. The lines in Fig. 2.12 are very linear above

925 hPa, especially within the center three quarters of the data, signifying little

sensitivity of the slopes of moist-adiabatic temperature perturbations at these

levels to 850–200-hPa column-average moist-adiabat temperature (and thus to

1000 hPa θe) for typical tropical values. The curvature increases slightly above

300 hPa as the transition to nearly dry adiabats occurs sooner for profiles with

smaller vertical average temperature values.

Figure 2.13 shows the regression values in black from the data shown in

Fig. 2.12 for three ranges: the first to second octiles, the third to fifth octiles, and

the sixth to seventh octiles. The curves are nearly identical between 925 and 300

hPa. Above 300 hPa, curves with lower 1000-hPa θe values begin curving back

toward a linearly decreasing slope (characteristic of dry adiabats) faster, since

they have less water vapor left at a given level. To generate the curve shown in

Figs. 2.2–2.7, we used a 1000-hPa temperature range (298–301 K) and constant

relative humidity (83%) close to the mean values of the analyzed NCEP-NCAR

data between the third and fifth octiles (299.8 K and 83.2%, respectively). This

curve is shown as a dashed gray line, as in previous figures, and lies between the

left and middle curves above 300 hPa. Note that even an analysis using 1000-
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Figure 2.12: Temperature of reversible moist adiabats calculated from 1000-hPa
NCEP-NCAR daily temperature and humidity data, November 2003–05, for grid points
between 15◦S and 15◦N, masked for precipitation greater than 2 mm day−1. Note that
the vertical axis is temperature increasing downward. The horizontal axis is the 850–
200-hPa column-average temperature of each moist-adiabat profile. Pressure levels are
labeled alternately at right and left for each data curve. The position of the distri-
bution octiles (eighth quantiles) of column-average temperature are represented with
diamonds on the horizontal axis.
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hPa ranges that are far from typical tropical precipitating values (292–295 and

304–307 K with 75% and 90% relative humidity, respectively) shows a maximum

difference in regression coefficients with the curve shown in Figs. 2.2–2.7 of only

0.09 between 1000 and 300 hPa.
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Figure 2.13: Regression coefficients (black lines) of reversible moist adiabats in
Fig. 2.12, for data lying between the first and second octiles, third and fifth octiles,
and sixth and seventh octiles, respectively (curves appear in this order at upper levels).
The gray dashed line is the curve used in Figs. 2.2–2.7, with the same aspect ratio as
in those figures.

2.8 Appendix: Additional considerations

2.8.1 Vertical structure in GCMs

Like the NCEP-NCAR reanalysis, GCM output appears to be more constrained

to the theoretical moist-adiabatic profile than satellite and radiosonde data. Fig-

ure 2.14a shows regression profiles for 25 years of monthly anomalies for the 20th

century runs of three GCMs from IPCC AR4 archive data. These profiles are

rather similar to each other and to the NCEP-NCAR monthly anomaly curves in

50



Fig. 2.5. In particular, the agreement with the moist-adiabatic curve reaches all

the way down through the boundary layer: this agrees with findings in Wu et al.

(2006).

These profiles for temperature perturbations on interseasonal time scales have

implications for vertical structures of longer-term climate predictions. Fig. 2.14b

shows mean temperature difference profiles for end of 21st century global warm-

ing runs minus end of 20th-century runs. Although these curves have not been

normalized by their average warming, their shapes in the troposphere, including

small kinks in the mid-troposphere, are very similar to the shorter-term pertur-

bations shapes from Fig. 2.14a. This suggests that the shape of warming on in-

terseasonal scales, probably largely constrained by convective parameterizations,

will in turn affect the profile of temperature change predicted for global warm-

ing in each model. In the upper troposphere, the longer-term warming reaches

somewhat higher up than the interseasonal warming profile, but the relationships

between models appear to be similar in both cases. The amount of warming in

the upper troposphere relative to that in the lower troposphere will have an im-

portant effect on the stability of the tropical atmosphere and thus on the amount

of weakening of tropical circulations such as the Hadley circulation. Note that

the stratospheric cooling in Fig. 2.14b is mainly due to radiative effects of ozone

depletion and carbon dioxide emissions, although there may be some contribution

from the convective cold top effect.
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Figure 2.14: Monthly anomalies 1970–1994 for Pacific warm pool region for three
GCMs from IPCC 4AR data. (a) Regression coefficients with moist-adiabatic curve
(dashed red line). (b) Difference of mean temperature profiles between the end of 21st
century (2070–2094) and the end of 20th century (1970–1994) for same three GCMs.

2.8.2 Application of coldtop to QTCM

One application of the convective cold top is the ability for an intermediate

complexity model, such as the QTCM, to reduce pressure gradients and winds to

zero near the top without imposing any arbitrary, unphysical constraints. For the

simplest version of QTCM, which has one temperature perturbation structure,

we added negative perturbations above the heating so that the curve matched the

shape of the NCEP-NCAR daily Pacific warm pool regression coefficients above

400 hPa, smoothed with a spline fit. We then multiplied this negative portion of

the curve by a factor necessary so that the baroclinic geopotential perturbation

would be zero at the top. This modified temperature perturbation structure,

along with extra vertical levels above the tropopause, was incorporated in an

axisymmetric version of QTCM by Bellon and Sobel (2008) as a way to avoid
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setting baroclinic winds equal to a constant at high levels.

2.8.3 Spatial patterns of vertical structure

To get an idea of spatial patterns of this relationship, we present a map of rms

differences between the regression coefficients and the moist-adiabatic curve for

the NCEP-NCAR monthly anomalies (Fig. 2.15). These are taken for the free-

tropospheric layer 700–300 hPa, which is low enough to be below the tropopause

even in midlatitudes. The dark blue end of the spectrum represents grid points

that are very close to the moist-adiabatic curve. This color extends over almost

all of the tropics and a large part of the subtropics, showing that the relationships

shown above for a specific west Pacific grid point does not depend on the exact

location chosen.

0.00 0.08 0.15 0.23 0.30 0.38 0.45 0.53 0.60 0.68 0.75

Figure 2.15: Vertically averaged 700–300 hPa rms differences between regression coef-
ficients and moist-adiabatic curve, for individual grid points of NCEP-NCAR monthly
anomalies.

Although we have shown that the NCEP-NCAR reanalysis, especially on

monthly time scales, shows much more agreement with the moist-adiabatic curve

than observations from satellites and radiosondes, it provides us with a well sam-

pled horizontal data set. We use this data so to investigate some of the ways

that the boundary layer temperature perturbations can be independent from the

53



free-tropospheric perturbations. In regular observations, we expect that these

mechanisms would be more pronounced.

Figure 2.16 shows the difference between regressions at each grid point and

the moist-adiabatic curve at 300 hPa, along with correlations at that level. As

expected, the points that were close to the moist-adiabatic curve in Fig. 2.15 are

also very close to the curve at 300 hPa (light green color).these regions also have

very high correlations with the free troposphere, although there are surprisingly

high correlations at many midlatitude regions as well.

At 1000 hPa, there is a very different pattern. Figure 2.17a shows that the

central and eastern Pacific cold tongue shows much larger regression coefficients

in the boundary layer than would be expected from a moist-adiabatic relationship

with the free troposphere. Surrounding this, to the west and poleward, there are

some areas with lower than expected regression coefficients, many of which are

not statistically significant (white shading). Correlation coefficients in Fig. 2.17b

follow this general pattern as well, although the high correlations just off the

equator in the eastern and central Pacific give way to lower correlations in the

Southeast equatorial Pacific cold tongue.

The patterns in Figure 2.17 strongly suggest ENSO effects as an explanation

for more independent boundary layer behavior. Since El Niño events generally

warm the free troposphere, it is not surprising that regions typically showing

enhanced convection and SST during El Niño, such as the ITCZs in the central

and eastern Pacific, would correlate well with the free troposphere. Further, the

cold tongue boundary layer will tend to be colder at normal or La Niña conditions,

meaning it will be colder than the moist-adiabatic temperature corresponding to
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the average free-tropospheric temperatures during those times, which should be

fairly coherent across the tropics. This kind of mechanism has been mentioned

in many ENSO studies (e.g., Chiang and Sobel 2002) as they affect the remote

tropics.
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a.                      300 hPa Regression coefficient difference

b.                                  300 hPa Correlation coefficient

Figure 2.16: 300 hPa individual grid points of NCEP-NCAR monthly anomalies: (a)
differences between regression coefficients and moist-adiabatic curve. (b) correlation
coefficients.

2.8.4 Reinterpretation of quasi-equilibrium

Figure 2.18 shows a schematic of the adjustments to quasi-equilibrium thinking

discussed in this section, including the differing boundary layer effects (middle)

due to the non-uniform distribution of SST and deep convection related to ENSO

and the local influence of surface fluxes on the boundary layer. The schematic also
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a.                      1000 hPa Regression coefficient difference

b.                                  1000 hPa Correlation coefficient
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Figure 2.17: 1000 hPa individual grid points of NCEP-NCAR monthly anomalies: (a)
differences between regression coefficients and moist-adiabatic curve. (b) correlation
coefficients. White spaces show points with values that are less than 95% statistically
significant.
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includes the effects of the convective cold top (bottom), which can be considered

as another adjustment process associated with quasi-equilibrium.
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Cold Top

Figure 2.18: Schematic showing adjustments to simple quasi-equilibrium ideas, in-
cluding boundary layer effects of different SSTs (middle) and the convective cold top
(bottom).

58



Chapter 3

Moisture Vertical Structure and
Tropical Deep Convection

Abstract

The vertical structure of the relationship between water vapor and precipita-

tion is analyzed in five years of radiosonde and precipitation gauge data from

the Nauru Atmospheric Radiation Measurement (ARM) site. The first vertical

principal component of specific humidity is very highly correlated with column

water vapor (CWV) and has a maximum of both total and fractional variance

captured in the lower free troposphere (around 800 hPa). Moisture profiles con-

ditionally averaged on precipitation show a strong association between rainfall

and moisture variability in the free troposphere, and little boundary layer vari-

ability. A sharp pick-up in precipitation occurs near a critical value of CWV,

confirming satellite-based studies. A lag-lead analysis suggests it is unlikely that

the increase in water vapor is just a result of the falling precipitation. To in-

vestigate mechanisms for the CWV/precipitation relationship, entraining plume

buoyancy is examined in sonde data and simplified cases. Higher CWV results
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in progressively greater plume buoyancies for several mixing schemes, notably

upper-tropospheric buoyancy that can yield deep convection. All other things

equal, higher values of lower-tropospheric humidity, via entrainment, play a ma-

jor role in this buoyancy increase. A small but significant increase in subcloud

layer moisture (and thus equivalent potential temperature) with increasing CWV

also contributes to buoyancy. Entrainment based on mass flux increase through

a deep lower-tropospheric layer yields a relatively even weighting for the impact

on mid-tropospheric buoyancy of all lower levels, explaining the association of

CWV and buoyancy available for deep convection.

3.1 Introduction

A number of studies indicate that moist convection is sensitive to free-tropospheric

water vapor, including observational analyses (Austin 1948; Malkus 1954; Brown

and Zhang 1997; Sherwood 1999; Parsons et al. 2000; Bretherton et al. 2004) and

studies using cloud-system resolving models (Tompkins 2001b; Grabowski 2003;

Derbyshire et al. 2004). This dependence is apparently not well represented in

global climate models (GCMs) (Derbyshire et al. 2004; Biasutti et al. 2006; Dai

2006)—but sensitivity has been shown in some cases (Richter and Neale 2008,

manuscript submitted to J. Climate, Zhang and Wang 2006). Recent work also

suggests that the inability of most GCMs to simulate multi-scale convective or-

ganization, including intraseasonal variability associated with the Madden-Julian

Oscillation (MJO), may be due primarily to this lack of a positive feedback be-

tween free-tropospheric moisture and convection (Grabowski 2006).

Since precipitation processes in climate models are very sensitive to the method
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of convective parameterization (Slingo et al. 1996), it is of interest to investigate

the relationship between tropospheric moisture and precipitation in observations

and its representation in convective parameterizations. Regions where the trade

winds flow into convection zones tend to exhibit sensitivity to changes associated

with teleconnections and global warming, and they are also sites of disagreement

in simulated precipitation among different models (Neelin et al. 2003; Neelin

et al. 2006). Inflow of drier tropospheric air is typical in these locations. The in-

teraction between inflow across moisture gradients and the difficulty of convective

parameterizations in simulating the sensitivity of convection to free-tropospheric

moisture could play a role in the model discrepancies in these regions (Lintner

and Neelin 2007).

A few recent studies have illustrated an empirical relationship between trop-

ical column water vapor, CWV (scaled by some measure of free-tropospheric

temperature, which does not change very much in the deep tropics) and pre-

cipitation, including a sharp pick-up of average precipitation at sufficiently high

CWV (Bretherton et al. 2004; Peters and Neelin 2006). In the present study, we

investigate the vertical structures of water vapor variability at Nauru Island in

the western equatorial Pacific. One goal is to better understand the vertical dis-

tribution of the moisture variance associated with CWV, a metric easily available

from satellite data. Another motivation is to investigate the main vertical struc-

tures of water vapor perturbations, providing insight for intermediate-complexity

models which represent water vapor with one or a few vertical structures, such

as the quasi-equilibrium tropical circulation model (QTCM; Neelin 1997; Neelin

and Zeng 2000).
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After characterizing the vertical structure of water vapor and its relationship

to average precipitation and CWV in section 3.3, we turn to the effects of differ-

ent environmental profiles of moisture on simple plume models of convection in

section 3.4. Analysis in terms of an entraining plume (e.g., Raymond and Blyth

1992; Brown and Zhang 1997; Jensen and Del Genio 2006) is used to connect the

increased buoyancy of entraining plumes in moist environments with the sharp

pick-up of average precipitation at high CWV. We also investigate the role of sub-

cloud layer moistening versus free-tropospheric moistening on entraining plume

buoyancy. The sensitivity of the results to assumptions of mixing profiles and

microphysics in section 3.5 provide insight into the challenges of incorporating

environmental humidity in convective parameterizations.

3.2 Data

The Department of Energy’s Atmospheric Radiation Measurement (ARM) Pro-

gram (Stokes and Schwartz 1994) maintains a climate observation site at Nauru

Island (0.5◦S, 166.9◦E; Mather et al. 1998). We have analyzed radiosonde tem-

perature and moisture data and optical gauge surface precipitation from 1 April

2001 to 16 August 2006. The radiosonde data have been interpolated onto 5 hPa

levels. The uncertainty of the Vaisala (RS80, RS90, and RS92) radiosondes is

approximately 0.5◦C for temperature and 5% for relative humidity, although in

the upper troposphere (above 500 hPa) relative humidity uncertainties can be

much larger (Westwater et al. 2003). The main observations occur twice a day,

at 00z and 12z, with occasional sondes around 14z and 02z.

The precipitation rate is measured at 1-min intervals by an optical gauge with
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0.1 mm hr−1 resolution and 0.1 mm hr−1 uncertainty. For comparison with the

radiosondes, a 1-hr average rain rate has been computed, centered at the launch

time of each radiosonde. Since the sonde takes about 45 minutes to rise through

the troposphere, this averaging window should give a good characterization of

the precipitation conditions in the airmass through which the sonde rises. Time

averaging also helps reduce the precipitation measurement noise inherent in the

use of a single gauge; averaging over many hourly events, as is done in the analyses

of this study, further reduces this noise.

The sonde pressure, temperature, and humidity data have had a basic quality

check at ARM, and have been further constrained to be within reasonable ranges;

the lowest-altitude sonde data have also been checked for agreement with ARM

surface data. In total, 3,491 sondes have been retained for the complete analysis

(with 200 additional sondes containing acceptable data at some levels included

in the water vapor variability analyses). The radiosonde versions analyzed in

this study are not thought to have much dry bias, which characterized earlier

Vaisala sonde versions (B. M. Lesht 2007, personal communication). The sonde

total CWV values compare fairly well with 1-hr averages of microwave radiometer

values, with a correlation coefficient of 0.92. A slight tendency for the sondes to

be moister than the radiometer at high CWV likely occurs because the radiometer

cannot operate during rainfall and may have difficulties when cloud water is large.
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3.3 Characterizing the vertical structure of mois-

ture

An important step in investigating the vertical structure of the transition to

deep convection is characterizing the vertical structure of moisture variations

as a whole. This endeavor is more complicated than the analogous problem

for tropical temperature perturbation structures, which tend to follow reversible

moist adiabats and are smoothed in the horizontal by gravity waves, at least in the

free troposphere on large enough space and time scales (e.g., Xu and Emanuel

1989; Holloway and Neelin 2007). Water vapor has smaller spatial uniformity

than temperature in the tropics, and is more locally influenced by evaporation,

precipitation, and advection. Here we investigate the vertical variability of water

vapor at Nauru and relate this to CWV, which in turn is related to precipitation.

3.3.1 Effect of precipitation on moisture structure

Profiles of specific humidity q conditionally averaged on precipitation (Fig. 3.1)

reveal that it is mainly free-tropospheric moisture, rather than boundary layer

moisture, which increases with increasing rainfall. The spread among the curves

is larger than the maximum confidence interval, indicating that the separation of

the mean specific humidity at many tropospheric levels by average precipitation

is real. Note that the bins double in width with increasing precipitation and that

most of the sondes fall into the first bin (see caption for bin counts), which is

basically non-precipitating, so that q profile in that bin is actually fairly repre-

sentative of the mean profile overall. In the highest precipitation bin, there is

actually a decrease in the subcloud layer moisture compared to the other bins,
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probably due to subsaturated downdrafts forming cold pools (see section 3.3.5).
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Figure 3.1: Specific humidity (g kg−1) profiles conditionally averaged on 1-hr average
precipitation rate in mm hr−1 (color bar). Bin counts from lowest to highest precipi-
tation range are: 2805, 93, 90, 59, 32, 40, 36, 49, 47, 43, 44, 30, 21, and 11. Horizontal
bars indicate the maximum, as well as a representative, ±1 standard error (standard
deviation divided by the square root of the sample number) range.

Figure 3.1 can be compared to analyses of monthly and daily averages of spe-

cific humidity profiles from radiosondes conditionally averaged on precipitation

in Bretherton et al. (2004, their figures 9 and 10a). While their monthly means

from many long-term tropical radiosonde stations do not show much difference

between spread at free-tropospheric levels and spread in the boundary layer, their

two months of daily Tropical Rainfall Measurement Mission (TRMM) Kwajalein

Experiment (KWAJEX) sondes do show variability similar to that in these 5 years

of ARM twice-daily data, although their values are a little lower. Concurrent

work by Nuijens et al. (2008, manuscript in preparation) for trade cumulus con-

ditions near Barbuda finds a similar relationship between lower-free-tropospheric
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humidity and precipitation.

3.3.2 Leading vertical structure and relation to column
water vapor

Two recent studies have investigated a statistical link between CWV and pre-

cipitation using satellite data. Bretherton et al. (2004) show that, on daily and

monthly scales, precipitation increases roughly exponentially with CWV. Peters

and Neelin (2006) find that precipitation, conditionally averaged by CWV over

many individual events, tends to increase slowly up to some critical value and

then rapidly increase above that. This kind of relationship can be detected in

these ARM data as well, as discussed below in section 3.3.3. An important ques-

tion, however, concerns how the variance of CWV is distributed over different

vertical levels.

Figure 3.2a shows the results of principal component analyses (using the co-

variance method) performed on each level of q from 1000–200 hPa for all available

sondes and for a much smaller “high precipitation” subset of sondes that occur

within ±3 hours of 1-hr precipitation values greater than 2.56 mm hr−1 (red and

blue lines, respectively). The solid lines show the variance explained by the first

principal component (PC 1) for the two analyses, while the long-dashed lines

show the total variance of q at each level. These principal components represent

53% and 49% of the total variance for all sondes and the high precipitation son-

des, respectively. In both analyses, the second principal component represents a

much smaller fraction of the variance, and is not well separated from the other

higher principal components. The dotted red line shows total variance at each

66



level of a hypothetical specific humidity field derived only from temperature and a

fixed relative humidity profile (taken from the mean of all original sondes). This

shows that observed changes in temperature alone, assuming constant relative

humidity, could account for only a small amount of the total moisture variances.

This is generally expected in the tropics for these short time scales, and appears

to be particularly true at this western Pacific location.

The solid curve can be divided by the dashed curve in each case to get the

fractional variance represented by PC 1 at each level, shown in Fig. 3.2b. The

square roots of these profiles (the correlation coefficients between PC 1 and q

at each level, not shown) line up fairly well with correlations between CWV and

water vapor mixing ratio found for an average over soundings from many research

vessel cruises in the tropics (Yoneyama 2003, their figure 5a).

The most striking feature of these figures is the large peak in the lower tro-

posphere for both total variance and fractional variance represented by PC 1.

It makes sense that variance decreases upwards in the upper troposphere, since

increasingly colder temperatures limit the amount of water vapor that the air can

hold, and therefore the variance of water vapor as well. Smaller total variance

at boundary layer levels is in agreement with many previous studies suggesting

that boundary layer q is tied fairly closely to SST, whereas free-tropospheric q

can vary greatly due to processes such as dry air intrusions and advection from

convective regions (e.g., Liu et al. 1991; Yoneyama 2003). However, the small

fractional variances in the boundary layer shown in Fig. 3.2b reveal that the max-

imum shared variance (PC 1 in each case) is dominated by the lower troposphere

even more than would be predicted based on a fixed fraction of the total variance.
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Figure 3.2c shows the contributions to the CWV variance from the vertically-

integrated boundary layer (surface–850 hPa) and free-tropospheric (850–200 hPa)

water vapor. Even though the boundary layer contains a mean vertically-integrated

contribution to column water of 27.5 mm, slightly higher than the corresponding

value of 24.5 mm in the free troposphere, it is clear from the correlations and

regressions (which add to one, since these two layers add up to give CWV) that a

large majority of the total column variance is explained by the free-tropospheric

layer.

Figure 3.2d confirms that, for each of these cases, the first principal component

shown in Figure 3.2a,b is almost perfectly correlated with CWV, in agreement

with Liu et al. (1991). Therefore, the solid curves in Fig. 3.2a represent the vari-

ance at each level explained by CWV, which as a whole represents approximately

50% of the total variance in each case as shown in the figure. Applying the above

findings for PC 1, this means that free-tropospheric levels contribute the great

majority of the total CWV variance, to an even greater extent than would be

expected by simply taking a fixed fraction of the total variance at each level,

and despite the slightly larger mean vertically-integrated moisture contained be-

low 850 hPa. Not only do free-tropospheric levels have larger q variances than

boundary layer levels, they also vary together to a much greater extent than they

share variance with boundary layer levels (as shown by the high PC 1 loadings

in the lower free troposphere). This implies that, to a very good approximation,

CWV could be represented by a free-tropospheric vertically-integrated q added

to a mean boundary layer value (or even better, a boundary layer value that is a

linear function of the free-tropospheric value).
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3.3.3 Free-tropospheric versus boundary layer vertically-
integrated water vapor: relationship to moisture
structure and precipitation

To illustrate the vertical profiles of moisture associated with different amounts

of column water, and specifically with the transition to high precipitation, we

conditionally average sonde profiles on water vapor integrated over three different

vertical layers. Figure 3.3a shows specific humidity profiles conditionally averaged

on total CWV (the bins are equal-width except for the two outer bins, as shown

on the color bar). Although there is some spread in the boundary layer, the

largest spread occurs around 800 hPa, consistent with Fig. 3.2a.

For CWV bins below about 50 mm, the subcloud layer (below 950 hPa) is

more vertically constant and more sharply distinguished from the troposphere, as

expected for stable subsidence conditions. Much of the tropospheric variability

in these bins is also consistent with subsidence altering air that had once been

closer to saturation, with a typical maximum in the middle of the troposphere,

causing the stretching at middle levels. Figure 3.3a also fits well with previous

descriptions of dry intrusions in the free troposphere, which can suppress deep

convection for over a week while shallow convection slowly moistens the lower

troposphere (Numaguti et al. 1995; Mapes and Zuidema 1996; Brown and Zhang

1997; DeMott and Rutledge 1998; Parsons et al. 2000).

Much of the variability occurs at the lower end of the CWV range, as dis-

cussed above; this is not seen for the humidity profiles conditionally averaged on

precipitation shown in Fig. 3.1. This is expected because the lowest precipitation

bin in that figure contains the vast majority of sondes, which probably include
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mostly sondes with middle and drier CWV values, as well as some higher values.

This association of near-zero precipitation with the lower half of CWV bins is

confirmed by Fig. 3.3b, which shows precipitation conditionally averaged on the

same CWV bins as in Fig. 3.3a. There is clearly a sharp pick-up of precipitation

above about 67 mm CWV. This jump is significant, as indicated by the vertical

bars representing ±1 standard error. The general increase in precipitation agrees

with daily mean values in Bretherton et al. (2004), although their curves stop

below 65 mm CWV. The sharp pick-up of precipitation roughly agrees with Pe-

ters and Neelin (2006) in both CWV value and shape, although the small number

of sondes in the bins with highest CWV (illustrated by the inset in Fig. 3.3a)

makes it impossible to confirm whether the curve follows a power law function

as observed in that study.

When the specific humidity profiles and precipitation are conditioned on just

the free-tropospheric column water (850-200 hPa, with bin edges chosen to corre-

spond as much as possible to those for the total CWV), the results are similar to

those found with the total CWV. This is expected, since section 3.3.2 showed that

lower-free-tropospheric q variance dominates CWV variance. Indeed, Fig. 3.3c

shows even less variance in the boundary layer, which of course follows from the

use of a free-tropospheric layer for the conditional averaging. The precipitation

averages in Fig. 3.3d actually seem to have an even smoother pick-up of similar

shape to that in Fig. 3.3b.

Figures 3.3e,f confirm that the subcloud layer (up to 950 hPa) is much less

related to CWV. Little of the free-tropospheric variability illustrated for CWV in

Fig. 3.3a is captured in Fig. 3.3e. The precipitation averages in Fig. 3.3f perhaps
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suggest a slight, noisy increase in precipitation with subcloud layer moisture, but

the values are much smaller. This relationship has implications for intermediate-

complexity models such as the QTCM. A single vertical degree of freedom in

moisture indeed captures much of the effect on precipitation, but its variance is

primarily in the free troposphere. Modeling can thus benefit from two degrees of

freedom in the vertical (c.f. Neggers et al. 2007; Sobel and Neelin 2006) to allow

the free troposphere to be separated from the boundary layer, which tends to be

closely tied to surface conditions.

3.3.4 Relative Humidity Structure

A question which naturally follows from Figures 3.1–3.3 is the extent to which the

higher values of specific humidity are approaching saturation. Figure 3.4a shows

that, for the highest precipitation bins, the average relative humidity ranges from

85–90% in the lower and middle troposphere. The lowest precipitation bin, which

contains the vast majority of sondes (and is therefore a much smoother curve) is

at the lowest end in relative humidity. However, there is much more of a spread

in relative humidity when profiles are conditionally averaged on CWV, as shown

in Fig. 3.4b. The relative humidity is around 95% for the very highest bins from

900 hPa through about 600 hPa, and there is also a large amount of variability

among the bins at these levels. Clearly, the specific humidity variability shown in

Figure 3.3a corresponds to large changes in relative humidity, rather than changes

in temperature at constant relative humidity.
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Figure 3.4: Relative humidity (%) profiles conditionally averaged on: (a) 1-hr average
precipitation rate in mm hr−1 (color bar); (b) column water vapor in mm (color bar).
Horizontal bars indicate limits of the maximum, as well as a representative, standard
error range below 150 hPa.

3.3.5 Precipitation Lag-Lead Analysis

An important question regarding the association between CWV and precipitation

is whether observations can supply an indication of causality. There are reasons

to expect feedbacks in both directions. Convection can moisten the column via

moisture convergence, detrainment and evaporation (although on a larger scale

convection is a net sink of moisture). A likely mechanism by which increased

lower-tropospheric moisture could play a causal role in enhancing convection—

by allowing entraining plumes to maintain higher buoyancy—is investigated in

sections 3.4 and 3.5. Effects of CWV on buoyancy via entrainment (Raymond

2000; Tompkins 2001b; Grabowski 2003) appear to be quite important in Der-

byshire et al. (2004) compared to other mechanisms involving downdrafts and

cold pools (e.g., Raymond 1997; Tompkins 2001a), although these and radiative

mechanisms (Mapes and Zuidema 1996) may also play a role.
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A lag-lead analysis on precipitation versus CWV can help strengthen or

weaken a causality argument. Figure 3.5 shows profiles of average specific hu-

midity and relative humidity anomalies (taken as differences from the highly

populated bin with precipitation less than 0.0025 mm hr−1) for precipitation

above 2.56 mm hr−1 lagging and leading the radiosonde by up to three hours.

The black curves are the same anomaly for no lag, and are placed in all figures

for comparison purposes. In general, Figs. 3.5a,b show that q increases slightly

in the upper troposphere above 500 hPa during and after precipitation, whereas

below 750 hPa q tends to decrease after it rains and is rather constant or even

slightly higher before rainfall. This pattern largely holds for the relative humidity

profiles shown in Figs. 3.5c,d. Near the surface, temperatures cool on average

after precipitation: q is lower than before precipitation while relative humidity is

slightly higher. This is likely due to subsaturated downdrafts causing cold pools.

Precipitation leading relative humidity in the upper troposphere and lagging rel-

ative humidity in the lower troposphere was also found in TRMM KWAJEX data

by Sobel et al. (2004). The standard error bars for the q plots give an indication

that the lag-lead curves are significantly different from the no-lag curve at most

levels, although not necessarily from each other. The relative humidity curves

are still significantly different from the no-lag curve at many middle-tropospheric

levels, but at upper and lower levels they are not as clearly separate.

This analysis casts doubt on the idea that increased precipitation is the cause

of increased CWV, rather than vice versa, at least on these time scales. Fol-

lowing precipitation, there is a small increase in q above 500 hPa, where it does

not have much effect on CWV. In the lower troposphere, there is, if anything, a
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decrease in q after the precipitation. On the other hand, this analysis also does

not provide strong evidence for moisture at lower levels increasing greatly prior

to precipitation and/or decreasing greatly after precipitation. The moisture at all

precipitation lags at nearly all levels tends to be much higher than the moisture

for nonprecipitating times, since all of the curves are much closer to each other

than they are to zero. Indeed, a comparison with Fig. 3.2 suggests that the main

mode of variance for q is captured by all of the curves in Figs. 3.5a,b, regardless

of precipitation lag. In other words, within six hours centered around heavy pre-

cipitation the atmosphere has already been moistened to near-maximum levels.

The smaller amount of variance for these higher precipitation times (Fig. 3.2a,

blue lines) is also consistent with the differences between the various curves in

Figs. 3.5a,b, which tend to be relatively small but take up a relatively deep layer.

A likely interpretation of these results is that high CWV tends to persist for

relatively long times, increasing the chance of precipitation during those times.

This is supported by an analysis of microwave radiometer and gauge data from

Nauru showing that CWV has much higher characteristic autocorrelation times

than precipitation or cloud water (Neelin et al. 2008). These findings also seem

compatible with suggestions that much of the variance in water vapor in the

tropics may be due to dry air intrusions from the midlatitudes or subtropics that

moisten relatively slowly, as mentioned in section 3.3.3 above.
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3.4 Impact of tropospheric moisture on buoy-

ancy: basics

3.4.1 Moist stability profiles

Figure 3.6 shows θe and θes for all the bins shown in Fig. 3.3a above 50 mm

CWV. (Since we are mainly interested in the changes that occur around and

above the precipitation pick-up, which occurs around 67 mm for these data, we

have grouped all of the values below 50 mm into only two wide bins, which

therefore have proportionately higher counts). An approximate measure (though

one that does not account for the effect of condensate on virtual temperature) of

parcel buoyancy and convective available potential energy (CAPE) is to draw a

vertical line upwards from θe at the parcel starting level. Where this line crosses

the θes curve is roughly the level of free convection (LFC) of the unmixed parcel;

the area to the left of the vertical line and to the right of the θes curve is roughly

proportional to CAPE. It is clear that, for the highest CWV bins, there are

potentially buoyant parcels starting from many lower-tropospheric levels (up to

800 hPa), assuming they can be lifted to their LFCs. This will be discussed

further below as it relates to the effect of entrainment at different levels on parcel

buoyancies. It is also interesting that the highest θe profile is so close to the

average θes bin, indicating that the profiles in the highest CWV bin are close

to the saturation specific humidity level of the typical atmospheric temperature

profile.
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Figure 3.6: Profiles of reversible (a) θe (K) and (b) θes (K). These are conditioned
on column water vapor in mm (color bar). The dashed black line, reproduced in each
panel, is the bin-count-weighted mean θes profile for all bins greater than 50 mm.
Horizontal bars indicate limits of the maximum, as well as a representative, standard
error range below 150 hPa.

3.4.2 Buoyancy contribution for simple entraining plumes

Under the hypothesis that buoyancy effects govern the empirical relationships de-

scribed above, we calculate the buoyancy perturbation profiles for plumes rising

from the subcloud layer under various mixing assumptions. Figure 3.7a shows

the resulting virtual temperature perturbations using original sonde data for a

hypothetical parcel raised from 1000 hPa that simply conserves total water spe-

cific humidity qt and liquid water potential temperature θl, with no entrainment

or loss of condensate. These individual sonde perturbation profiles have been

conditionally averaged by CWV, with bin spacing as in Fig. 3.6.

Figure 3.7a shows that, without mixing, 1000 hPa parcels easily become buoy-

ant for nearly all the bins. (The CAPE values, obtained by integrating the pos-

itive part of these curves times the gas constant over log pressure, range from
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near 0 to around 1,800 J kg−1). This does not correspond to the sharp increase

in average precipitation shown for the three rightmost bins as seen in Fig. 3.3b,

which have the same bin edges as in Fig. 3.7.

To include entrainment, we begin with a constant isobaric linear mixing with

coefficient χ of 0.1% per hPa, following Brown and Zhang (1997), and

rk = (1 − χk−1)rk−1 + χk−1r̃k−1, (3.1)

with r a conserved variable, r̃ its environmental value and k denoting pressure

level if χ varies.

Brown and Zhang (1997) tuned χ to capture cloud top height in Tropical

Ocean Global Atmosphere Coupled Ocean-Atmosphere Response Experiment

(TOGA COARE) data. With this mixing, the virtual temperature perturba-

tion profiles (Fig. 3.7b) show a distinctive (and statistically significant) separa-

tion around the same bin in which there is a sharp increase in precipitation in

Fig. 3.3b.

To show the relative importance of subcloud versus free-tropospheric moisture

on plume buoyancy, Figs. 3.7c,d are based on constant entrainment as above but

holding q and/or temperature (T ) to constant (mean sonde) profiles in different

layers. Figure 3.7c shows virtual temperature perturbation profiles for lifted

parcels using a constant profile of q above 950 hPa, with T and subcloud q

unchanged. Most of the bins have a reduced buoyancy above the subcloud layer,

showing the importance of relatively dry air being entrained by the plume (note

again that most of the bins chosen have greater than average CWV, since this is

the transition region we are interested in). However, the subcloud layer moisture

and θe, which increase along with CWV, also have an important effect on the
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buoyancy, which is especially noticeable by the spread in the lower troposphere

despite the identical dry air entrainment. If T is also held constant above 950

hPa (not shown), there is an even larger spread throughout the troposphere,

implying that tropospheric T tends to increase with increasing CWV, most likely

as a result of convection. These increasing tropospheric temperatures offset the

higher parcel buoyancies due to higher θe in the subcloud layer; this explains the

low amount of spread in the upper troposphere seen in Fig. 3.7c.

The results of analysis converse to that of Fig. 3.7c, such that T and q are

held to constant mean profiles except for q above 950 hPa, which varies as in the

original sondes, are shown in Fig. 3.7d. Clearly, with nothing allowed to vary but

the free-tropospheric moisture, there is a significant spread (as measured against

standard error ranges) for mixed lifted parcels by the time they reach the upper

troposphere. The parcels mixing with the driest air, from the lowest CWV bins,

reach negative buoyancy rapidly in the mid-troposphere. The middle and higher

bins show significant spread in the upper troposphere, and the top three bins have

a small but noticeable separation from the middle ones above approximately 600

hPa. The significance of this differentiation is not certain, but the fact that these

are the only three bins which remain positive above 400 hPa is intriguing.

In the lower troposphere, without the compensating effects of higher moist

static energy in the subcloud layer, the bins with larger tropospheric water ac-

tually show significantly lower buoyancy. This is because moist air is less dense

than dry air of the same temperature, so, all else being equal, parcels lifted into

a drier environment are more buoyant (until they entrain enough dry air to lose

their high moist static energy amounts). The effect of q on virtual temperature
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also explains the large separation in the lower troposphere in Fig 3.7c. Note

that the curves in Fig. 3.7d are much smoother than the other three panels of

Fig. 3.7: this is because the environmental temperature, the main component of

environmental virtual temperature and the main contributor to the wiggles in

the difference profiles, is held constant.

A test of buoyancy profiles conditionally averaged by precipitation rather

than by CWV (not shown) showed less spread and less of a trend toward higher

buoyancy values with higher precipitation. This is likely due to cold pools and

other processes reducing subcloud layer θe during actual precipitation (indeed,

the lack of trend was reduced when profiles were conditioned on precipitation

occurring 3 hr after the sonde launch). Another factor is that, as Fig. 3.1 shows,

there is less spread in tropospheric water vapor when conditionally averaged on

precipitation as opposed to CWV.

3.5 Water vapor impact on buoyancy: entrain-

ment formulation and microphysics

3.5.1 Sensitivity to entrainment assumptions

The above analysis makes clear that linear mixing (used under the same assump-

tions, such as neglect of freezing, for which the coefficient was tuned) can yield

a transition to buoyant deep convective plumes at a CWV value corresponding

to the pick-up in precipitation. However, there are a number of ways in which

constant mixing is unsatisfying. Jensen and Del Genio (2006) find that a sig-

nificant range of constant entrainment values are necessary to reproduce cloud

top heights; Kuang and Bretherton (2006) estimate substantially larger values in
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CRM simulations, which if implemented in these soundings would not yield the

right transition to deep convection.

Recent analysis of Large Eddy Simulations (LES) of convective boundary lay-

ers (Siebesma et al. 2007; de Roode et al. 2000; de Haij 2005) points towards a

different dependence: a mixing coefficient proportional to z−1, where z is height,

in the layer in which plume mass flux is growing. Here we argue that such en-

trainment arises naturally in plume models, and leads to appealing consequences

for thinking about the relative importance of different vertical layers. We then

show sensitivity tests for two cases of such mixing. In section 3.5.2 we discuss

the sensitivity of the buoyancy analysis to microphysics assumptions.

Deep inflow mixing

Austin (1948) first hypothesized that entrainment due to mass continuity must be

necessary for buoyant updrafts with the shapes observed in cumulus clouds. This

idea of entrainment as an “ordered inflow” was first termed “dynamic entrain-

ment,” as opposed to turbulent entrainment, by Houghton and Cramer (1951). A

standard continuity expression for updraft mass flux m (Stommel 1947; Siebesma

et al. 2007) is

1

m

∂m

∂z
= ǫ − δ, (3.2)

where ǫ and δ are the entrainment and detrainment rates, respectively. If a

deep convective plume consists of increasing mass flux through the whole lower

troposphere, with entrainment dominating detrainment, then (3.2) implies large

lower-tropospheric entrainment rates. Such deep inflow may be seen in observed

core updraft velocity to about 5 km in GATE cumulonimbus (Fig. 5 of LeMone
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and Zipser 1980) and in cloud-system resolving model (CRM) simulated updraft

velocity up to about 6 km (Fig. 8 of Robe and Emanuel 1996). Here we seek

simple examples that allow us to visualize the consequences of such “deep inflow”

mixing. This can provide a contrasting approximation to “constant” mixing

implementations such as that used in section 3.4.2, which effectively assume a

large entrainment rate (m increases from 0 to a finite value) through the first

layer, and then a much smaller rate of increase in subsequent layers.

From (3.2), we can compute an entrainment coefficient for any mass flux

profile, if we neglect detrainment (Ogura and Cho 1973). We consider a family

of mass flux profiles increasing smoothly from zero at low levels (and connecting

to some other dependence in mid-troposphere):

m ∝ zα. (3.3)

An exponent α = 1 would be a linear increase in height, which might correspond

to a lower-tropospheric response to a baroclinic wave, or to an entraining plume

under circumstances outlined below. An exponent α = 1/2 might correspond

to the z1/2 updraft velocities seen in dimensional arguments as early as Scorer

(1957). In (3.2), this mass flux family yields

ǫ − δ = αz−1, (3.4)

which corresponds to the entrainment vertical dependence of Siebesma et al.

(2007).

Entrainment effects on a conserved quantity in the plume (e.g., Siebesma et al.

2007) are given by

∂r

∂z
= ǫ(r̃ − r). (3.5)
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For clarity we use z coordinates here, although our computations will use the cor-

responding equation in pressure (p) coordinates. Using (3.5) for potential temper-

ature to diagnose entrainment rates in LES simulations of convective boundary

layers (de Roode et al. 2000; de Haij 2005; Siebesma et al. 2007) led to an

empirical fit for the mixing coefficient ǫ = cǫz
−1, with cǫ ≈ 0.4–0.55 (Jakob and

Siebesma 2003). For these boundary layer LES studies, ǫ can contain another

term that has a maximum near the trade inversion (Siebesma et al. 2007) but

we omit this for the present focus on low levels of a deep convective plume.

Relationship to updraft velocity equation

For additional justification, consider an updraft velocity equation (e.g., Siebesma

et al. (2007))

∂w2

u

∂z
= −

c

z
w2

u + aB, (3.6)

where wu is the updraft velocity, B is the buoyancy term, and c and a are con-

stants. The z−1 in the first rhs term comes from assuming that ǫ has the form

(3.4). The pressure term can be considered as part of B or the coefficients de-

pending on assumptions. Values of the coefficients will be unimportant to the

results used here. A solution for this is

w2

u = z−c

∫ z

0

az̀cBdz̀. (3.7)

If B does not vary strongly with height this gives wu ∝ z1/2, which yields

cǫ = α = 0.5 (neglecting detrainment, and assuming that density and plume

area coverage do not change rapidly such that m has approximately the same

vertical dependence of wu). This is close to the LES value for shallow convection

(Siebesma et al. 2007; Jakob and Siebesma 2003), thus roughly explaining that
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value. If B instead increases linearly with height, one obtains an updraft velocity

that increases roughly linearly with height, wu ∝ z. Buoyancy profiles are of

course more complex, but roughly linear increases may be seen above 0.6 km in

simulated CRM updrafts (Kuang and Bretherton 2006, their Fig. 5). We note

that in Fig. 3.7, for different CWV bins, the buoyancy through the lower tropo-

sphere can be increasing or relatively constant, and thus for sensitivity studies it

is reasonable to use mixing coefficients motivated by each of these two cases.

Deep inflow mixing cases

We thus choose two cases of mixing coefficient vertical dependence: Deep Inflow

A corresponds to the Siebesma et al. (2007) LES-based dependence; Deep Inflow

B corresponds to an increase in mass flux that is linear at low levels, tapering

in mid-troposphere. If detrainment is neglected, these would correspond to an

exponent α of 0.4 and 1, respectively, in (3.3) and (3.4). Where z and w are

needed for calculations, we use the mean height and density over all sondes to

convert to/from p-coordinates.

Specifically, for Deep Inflow A,

χk = cǫz
−1

k ∆z, (3.8)

where χk is the coefficient in (3.1) (which was held constant in the previous

section), ∆z is a positive finite difference layer depth, and cǫ = 0.4.

For Deep Inflow B, we choose a lower-tropospheric wu profile that increases

nearly linearly at low levels, namely a quarter sine wave in z with zero at 1000

hPa and maximum at 430 hPa (7 km). This roughly approximates the Robe and

Emanuel (1996) updraft velocities, and is loosely consistent with observational
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studies of convective regions (e.g., LeMone and Zipser 1980; Cifelli and Rut-

ledge 1994; LeMone and Moncrieff 1994). Small variations of the m-profile shape

have little overall effect, and the magnitude is irrelevant. Mixing coefficients are

computed from the p-coordinate version of (3.2), neglecting entrainment, using

χk = −m−1(∂m/∂p)∆p, with ∆p defined positive. Below 900 hPa, where small

mass flux requires caution in finite differencing, we use analytical results from

(3.10) below, yielding χk = (p0 − pk)
−1∆p. Above 430 hPa, where the mass flux

no longer increases, entrainment is set to zero for simplicity.

Vertical weighting of environmental values

For a plume increasing from zero mass flux at pressure p0 the value of conserved

quantity r within the plume at level p is related to the environmental value r̃ by

r(p) =
1

m(p)

∫ p

p0

r̃
∂m

∂p̀
dp̀, (3.9)

from the p-coordinate version of (3.5) and neglecting detrainment in (3.2). The

vertical rate of increase of mass gives the weighting of the environmental variable.

For the case of a linearly increasing plume m = c(p0 − p), this reduces to the

vertical average over all levels below:

r(p) = (p − p0)
−1

∫ p

p0

r̃dp̀. (3.10)

Therefore, although ǫ and χ decrease rapidly above the surface, this linear case

shows that this does not necessarily result in strong dependence on near-surface

values. Equal increments of mass are brought into the plume at each level, and

the apparent high entrainment is simply because the mass flux is small near the

surface. This can also be thought of as plumes rising more slowly having more
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time for dilution, related to the Neggers et al. (2002) argument for modeling

entrainment rates as the inverse of updraft velocity.

This linear case further makes clear why CWV is a very reasonable indicator of

buoyancy for deep entraining plumes. For this mass-flux profile, mid-tropospheric

buoyancy depends on the environmental water vapor vertically integrated through

the lower troposphere, a quantity similar to CWV. Different mass flux profiles

yield different vertical weighting. For instance, for zα, the weighting is zα−1,

which weights lower levels more heavily (when α < 1). For α = 1/2, and linear

decrease in the environmental variable, the level equivalent to the weighted mean

occurs at (p−p0)/3, instead of (p−p0)/2. However, even when the vertical mean

is not the optimal weighting, CWV will be a reasonable buoyancy estimator for

any mass flux increasing through a deep lower-tropospheric layer, especially given

the preponderance of variance occurring in the lower free troposphere.

Sensitivity to deep inflow mixing profiles

Figures 3.8a,b show entraining plume buoyancy profiles resulting from Deep In-

flow A and Deep Inflow B cases. Although these different mixing profiles show

different values in Fig. 3.8 for the exact level of sign change (neutral buoyancy)

for the different buoyancy profiles, the qualitative spread and order of the curves

is not much different among these two mixing schemes or from those in the buoy-

ancy profiles for the constant mixing in Fig. 3.7b. As in the constant mixing case,

only the top few curves (corresponding to the precipitation pick-up in Fig. 3.3b)

are buoyant at certain levels (although the vertical levels for which this is true are

lower in these latter two mixing cases—the inclusion of ice processes discussed
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in section 3.5.2 below offers one explanation for this). There is less sensitivity to

1000 hPa θe in these vertically dependent mixing cases, as should be expected

given the greater emphasis placed on entraining lower-tropospheric air through a

relatively deep layer.

For Deep Inflow B (Fig. 3.8b), few CWV bins have buoyant shallow cumulus

plumes, but this is not surprising since strong entrainment occurs through the

whole lower troposphere. For shallow cumulus, the Deep Inflow A profile—or the

full LES-based mixing profile of Siebesma et al. (2007)—is likely more suitable.

Even more than the Deep Inflow A mixing scheme, the Deep Inflow B scheme

places importance on all of the lower-tropospheric values, not just the subcloud

layer. Since CWV captures variance throughout the lower free troposphere, but

includes contributions from the subcloud layer as well, CWV would be a good pre-

dictor of buoyancy if real mixing occurred as described by the deep inflow theory,

for locations that already have wind profiles typical of deep convection regions.

As mentioned above, (3.10) results in equal weighting of all lower-tropospheric

levels in the plume buoyancy, implying that CWV, which weights many lower-

tropospheric environmental moisture levels, should indeed be a good indicator of

deep convection and precipitation.

3.5.2 Sensitivity to microphysics assumptions

An analysis of the sensitivity of the above buoyancy profiles to microphysics

assumptions reveals a large amount of uncertainty in the specific values of buoy-

ancy, though not in the monotonic order of the curves. Figures 3.8c,d show the

effects of including ice mixing above the freezing level for the Deep Inflow A
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Figure 3.8: Virtual temperature (K) difference profiles conditionally averaged on initial
sonde column water vapor in mm (color bar), where the environmental (initial) sonde
virtual temperature is subtracted from a profile determined by lifting a 1000-hPa parcel
conserving total water and liquid equivalent potential temperature but also including:
(a) Deep Inflow A mixing; (b) Deep Inflow B mixing; (c) Deep Inflow A mixing with
conversion of liquid to ice, and following an ice-vapor reversible adiabat, above the
freezing layer; (d) same as (c), but for Deep Inflow B mixing. In (c) and (d), the jumps
in virtual temperature difference at the freezing level for all but the 1 uppermost
and 2 lowermost column water vapor bins have been extended from about 10–15 hPa
to 30 hPa, with a straight line connecting the otherwise original upper and lower
curves, for visual clarity. Horizontal bars indicate limits of the maximum, as well as a
representative, standard error range below 150 hPa.
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and Deep Inflow B mixing schemes, respectively. The mixing process is similar

to that used above, except that instead of conserving the liquid water potential

temperature, θl, we instead conserve the ice-liquid water potential temperature,

θil (Bryan and Fritsch 2004, their Eq. 23). This reduces to the reversible liquid

water potential temperature used above (from Emanuel 1994) when there is no

ice. To make the contribution from freezing obvious, all liquid is converted to ice

when the plume reaches 0◦C; this is the only irreversible process other than the

mixing, and is accomplished by equating the total enthalpies of all states before

and after the freezing process (Emanuel 1994). The rapid freezing is chosen to

make the warming associated with freezing clear in the plots. Implementing the

phase change gradually between 0 and -40◦C (e.g., Raymond and Blyth 1992;

Bryan and Fritsch 2004) would spread this warming through a layer extending

upward to about 250 hPa.

The curves including ice for the top CWV bins in Figs. 3.8c,d are buoyant

throughout the troposphere; in the Deep Inflow B case, only the top two CWV

curves retain their buoyancy, though the third-highest bin becomes only slightly

negatively buoyant through a portion of the lower troposphere. Buoyancy above

the freezing level for plumes that are negatively buoyant below is unlikely to

be realized in practice. Again, the Deep Inflow B mixing is not appropriate for

shallow convection, as seen by the lack of shallow buoyant plumes in Fig. 3.8d. In

both of these ice cases, there is still a large separation in the curves corresponding

to CWV, and a particularly noticeable separation between the top three bins and

the lower ones, as discussed in previous figures. This again relates well to the

precipitation pick-up seen in Fig. 3.3. The constant mixing case, with freezing
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including, would not correspond well to this pick-up, since most bins would yield

deep convection.

Another aspect of microphysics that affects the buoyancy values of mixing

profiles is the treatment of hydrometeors. In all of the above analyses, all liquid

and/or ice is retained in the mixed parcels (though of course qt is one of the

mixed variables). Using a pseudo-adiabatic entropy as the conserved variable

above saturation, and thereby removing condensate and its effects on buoyancy,

tends to increase the buoyancy by as much as 2 K in the mid-troposphere, with

lower increases above and below this, and with slight decreases at very high levels

(figure not shown). This level of sensitivity to hydrometeor removal, as well as

the sensitivity seen for ice processes above, is broadly consistent with the approx-

imately 3 K differences seen in Raymond and Blyth (1992). Again, the order and

separation of the curves is not affected much. The positive change comes from

the removal of condensate loading in the virtual temperature calculation, while

the reduction and eventual reversal of that change at upper levels reflects the

lack of additional enthalpy transferred from condensate to air (Emanuel 1994).

While the removal of all condensate below the freezing level is unrealistic, above

that level it is expected that some of the additional buoyancy gained from the

removal of condensate could further increase the strength of updrafts.

3.5.3 Sensitivity to column temperature and relative hu-
midity

The relationship between moisture and precipitation should depend on tempera-

ture. For this deep tropical location, temperature variations are small enough that
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they could be ignored to a first approximation. This was addressed in Fig. 3.2a

and Fig. 3.4b, showing that most of the changes of q associated with changes in

CWV are due to changes in relative humidity, not to changes in temperature.

A plausible next approximation might be to consider column relative humid-

ity (the ratio of CWV to saturation CWV) following Bretherton et al. (2004).

However, the rapid pick-up in precipitation actually has a different temperature

dependence (Neelin et al. 2008), occurring at a subsaturation that increases with

temperature.

We examined both possibilities in the ARM sonde data. The analyses of

Fig. 3.3, Fig. 3.7 and Fig. 3.8 were repeated (i) using column relative humidity;

(ii) binning the data by 1000-200 hPa column average temperature (with 1 K

width). The precipitation pick-up occurred with similar magnitude to Fig. 3.3

for all cases, and the shifts as a function of temperature appeared consistent with

those in (Neelin et al. 2008), whereas normalization by saturation CWV caused

overcompensation. However, the results of these analyses were noisy because of

small sample size, even for bins only 1 K from the mean. Definitive results would

require data through a larger range of temperatures. The buoyancy relationships

were noisy as well, but the spread was similar to Fig. 3.7.

3.6 Conclusions

Five years of radiosonde and precipitation gauge data from Nauru Island are used

to examine the relationship of the vertical structure of water vapor to tropical

deep convection. The leading vertical principal component of specific humidity,

which is highly correlated with CWV, peaks in the lower troposphere around 800
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hPa and has a relatively small contribution from subcloud levels. The variances

associated with CWV are due predominantly to fluctuations in relative humidity,

not to changes in temperature at constant relative humidity. Although there is

a larger average amount of partial CWV contained between the surface and 850

hPa than there is above 850 hPa, nearly all CWV variance can be explained by

the variance in the layer above 850 hPa. The boundary layer contains slightly

more water vapor but, since it is tied closely to the surface by turbulent and

convective processes, its variance is much smaller, and that smaller variance is

itself correlated with the free-tropospheric variance.

Moisture profiles conditionally averaged on precipitation show a strong as-

sociation between rainfall and moisture variability in the free troposphere, and

little boundary layer variability. When precipitation is conditionally averaged on

CWV, a sharp pick-up occurs at high enough CWV, consistent with other obser-

vational studies (Bretherton et al. 2004; Peters and Neelin 2006). Furthermore,

this same pick-up can be reproduced by conditionally averaging precipitation only

on the partial CWV from 850–200 hPa, while averaging only on subcloud layer

(below 950 hPa) water vapor shows little corresponding response in precipitation.

This suggests that moisture above the boundary layer is the key component in

the relationship between CWV and the transition to deep convection and higher

average precipitation rates.

Because CWV is widely observed from satellite retrievals, we seek to under-

stand why it proves such a useful indicator of favorable conditions for tropical deep

convection. The buoyancy of plumes rising under different conditions, for several

entrainment assumptions, provides insight. The transition to high precipitation
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rates at sufficiently high CWV appears to depend primarily on free-tropospheric

moisture, which can greatly affect the buoyancy of lifted parcels undergoing en-

trainment. There is also a dependence on the small but significant correlation

between CWV and subcloud layer moisture and θe.

Entraining plumes tend to be far more buoyant at middle and upper levels

for profiles with larger CWV values. This is robust for all three mixing profiles

analyzed, although the level at which positively buoyant parcels reach neutral

buoyancy differs, as does the relative weighting of entrainment from the free tro-

posphere and boundary layer. Constant mixing, similar to many convective pa-

rameterizations, must be rather small to not kill convection by the time it reaches

the middle troposphere, and thus tends to emphasize boundary layer θe. Using

mixing values from Brown and Zhang (1997) can give the transition to deep con-

vection at the approximate CWV value at which precipitation picks up, but only

if freezing is neglected. Two “deep-inflow” mixing profiles based on increasing

mass flux through a deep lower-tropospheric layer are considered. One is based on

LES studies of entrainment in convective boundary layers (Siebesma et al. 2007),

and a second assumes entrainment associated with a mass flux profile increasing

linearly at low levels, to a maximum at mid-troposphere. Both yield the increase

in buoyancy as a function of CWV. When simple freezing physics is included, the

deep inflow mixing cases both give better correspondence than constant mixing

between the pick-up in precipitation in the upper few CWV bins and buoyancy

available for deep convection. Analytic results for these mixing profiles show how

buoyancy in the mid-troposphere depends on a weighted vertical average over the

lower troposphere; in the case of a linearly growing plume, all lower-tropospheric
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levels are weighted equally. In the presence of such entrainment, CWV is thus a

very reasonable measure of the buoyancy available to a deep convective plume.

These results underline the key role that free-tropospheric moisture plays in

the transition from shallow to deep convection. The observed pick-up of pre-

cipitation with CWV is linked to increased buoyancy of entraining plumes, and

the importance of accurately representing the entrainment process to obtain this

sensitivity is shown. This adds an observational constraint on entrainment that

may be useful in revising GCM convective parameterizations, and points toward

entrainment schemes associated with more realistic mass flux profiles than the

commonly used constant mixing.
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Chapter 4

Temporal Relations of Column
Water Vapor and Precipitation

Abstract

Empirical studies using satellite data and radiosondes have shown that precip-

itation increases with column water vapor (CWV) in the tropics, and that this

increase is much steeper above some critical CWV value. Here, eight years of

1-minute resolution microwave radiometer and optical gauge data at Nauru Is-

land are analyzed to better understand the relationships between CWV, column

liquid water (CLW), and precipitation at small time scales. CWV is found to

have large autocorrelation times compared with CLW and precipitation. Before

precipitation events, CWV increases on both a synoptic-scale time period and a

subsequent shorter time period consistent with mesoscale convective activity—

the latter period is associated with the highest CWV levels. Probabilities of

precipitation increase greatly with CWV: 10–12 hr after high CWV, there are

still significantly higher probabilities. Even in periods of high CWV, probabil-

ities of initial precipitation in a 5-minute period remain low enough that there
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tends to be a lag before the start of the next precipitation event. High CWV,

then, can be thought of as a suitable predictor variable for precipitation. Power

law scaling of precipitation events, noted in previous studies, is seen to depend

on CWV.

4.1 Introduction

In the previous chapter, we showed that high column water vapor (CWV) cor-

responds to high precipitation at little or no lag. Furthermore, there is evidence

that boundary layer and lower-tropospheric moisture can lead precipitation by

an hour or two while middle- and upper-tropospheric moisture tends to lag pre-

cipitation by the same amount of time, in agreement with Sobel et al. (2004).

Here we explore the relationship between CWV and precipitation at various lag

times (from a few minutes to a few days).

One question motivating this study is the extent to which causality can be

inferred in the CWV/precipitation relationship. Although observations cannot

completely prove that one field controls the behavior of the other, evidence that

changes in one of them precede changes in the other can lend credibility to a

causality argument. We first investigate the separation of characteristic auto-

correlation time scales for these two fields, since this separation is important to

understanding the relationship.

We argue that CWV can be seen as a relatively slowly changing predictor

variable that increases the probability of precipitation events, which have much

shorter characteristic time scales. Of course, there are likely to be feedbacks

leading each field to increase the other, at least in certain circumstances (e.g.,
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Grabowski and Moncrieff 2004). However, these feedbacks are usually thought

of as happening at the mesoscale, whereas it will be shown that CWV can also

increase over longer time scales without obvious interactions with precipitation

until higher CWV are reached.

4.2 Data and Methodology

The Department of Energy’s Atmospheric Radiation Measurement (ARM) Pro-

gram (Stokes and Schwartz 1994) maintains a climate observation site at Nauru

Island (0.5◦S, 166.9◦E; Mather et al. 1998). We have analyzed microwave ra-

diometer (MWR) CWV and column liquid water (CLW) data as well as optical

gauge surface precipitation rates from 20 November 1998 to 16 August 2006. The

data are at 1-min temporal resolution. The precipitation rate has 0.1 mm hr−1

resolution and 0.1 mm hr−1 uncertainty.

The MWR instrument passively measures downward microwave radiation

reaching the surface at 23.8 and 31.4 GHz. To remove version inconsistencies

in the retrievals of CWV and CLW, we have re-analyzed the MWR brightness

temperatures using the latest ARM algorithms based on Liljegren et al. (2005).

These algorithms are weighted linear combinations of the optical depths of the

two channels (which are derived from the brightness temperatures), with the

weights determined by linear regression over a climatological range of conditions

co-measured by radiosondes. The MWR instrument showed large agreement with

high-quality radiosondes from the Japanese R/V Mirai during the Nauru99 cam-

paign, with a maximum CWV difference of 3 mm (Westwater et al. 2003).

There is fairly good agreement between CWV from the MWR and that from
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the radiosondes analyzed in Holloway and Neelin (2008), with a correlation of

0.92, although at high CWV values the radiosondes tend to be moister. This

could have something to do with the wet window problem: the radiometer cannot

function correctly when its window becomes moist. When this happens, a heater

and fan turn on until the window dries. The data is flagged as missing until the

heater and fan shut off and the window is dry.

Because we are interested in CWV and CLW values near precipitating times,

we need to find a way to estimate these fields when the MWR window is wet.

We have chosen to interpolate over gaps less than 12 hr long for CWV and

CLW values, and we identify these fields as “gap-filled” data hereafter (discussed

further in section 4.3 below).

4.3 Temporal autocorrelation scales and gap-

filled data

Figure 4.1 shows that CWV has fairly long autocorrelation times compared with

CLW and precipitation. The autocorrelation is still above 0.7 even at 24-hr

lag. This has a number of potential implications for the CWV/precipitation

relationship, and we explore or make use of some of these implications in this

study. These include links to mechanisms of mesoscale organization as well as

the extent to which CWV might be used as a predictor of future precipitation,

for instance in stochastic parameterization.

In this study, there is a practical reason to utilize this long autocorrelation

time in order to justify interpolating over gaps less than 12 hr long caused by

the wet window problem, which eliminates CWV and CLW measurements during
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Figure 4.1: Autocorrelation versus lag for column water vapor (black), column liquid
water (dark gray), and precipitation (light gray), for all data.
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and just after rainfall as discussed in section 4.2. This interpolation is harder to

justify for CLW, which has relatively short autocorrelation scales, so gap-filled

values for that field should be considered with more caution.

Figure 4.2 shows examples of five 5-day time series of CWV (black dots) with

gray circles showing gaps filled by interpolation and red open circles showing

precipitation. These five series were chosen from 20 randomly-selected periods,

and represent the main features and variability contained in those time series. It

is clear that many CWV peaks are still cut off, meaning we are undersampling

the highest values. One gap is even longer than 12 hr and is not filled. Large

gaps seem to be preferentially cut off before the peak, leading to interpolated

lines that slope upward in time—this could affect some composites done in later

sections. There are also some times, such as in the top panel of Fig. 4.2, when

the interpolation is done over very small gaps, mainly due to temporary changes

in instrument temporal resolution, and should not affect the results at all. The

other gaps are all due to precipitation, with the wider gaps generally associated

with stronger precipitation that lasts longer.

Comparing histograms of gap-filled and non-gap-filled CWV, we can see from

Fig. 4.3 that the higher bins tend to be disproportionately increased for gap-filled

data. From Fig. 4.2 we know that observations falling in the highest bins are being

attributed to slightly lower bins in the gap-filled data, but this problem is not

so severe as to create a spurious bump in the histogram. Since gap-filled data

still underestimate the occurrences of high CWV, indications of the importance

of high CWV are likely to be conservative. Gap-filled data are clearly superior to

non-gap filled data for the purposes of this study, since the gaps are not random,
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Figure 4.2: Five example 5-day time series of column water vapor (black dots), showing
filled gaps in gray. Red open circles show precipitation (log scale).
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occurring preferentially at the most important part of the distribution and the

most relevant parts of the time series—those surrounding precipitation and high

CWV values.

a. b.

Column water vapor (mm) Column water vapor (mm)

Figure 4.3: Histograms of column water vapor values for (a) original data; (b) gap-
filled data. Bins are 3 mm wide.

4.4 Precipitation pick-up as a function of lag

Even at 3-hr lag and for non-gap-filled data, Fig. 4.4 shows that we can reproduce

the pick-up of precipitation at high CWV seen in earlier satellite-based studies

(Bretherton et al. 2004; Peters and Neelin 2006) and in radiosondes at the same

Nauru ARM site (Holloway and Neelin 2008). This lag is necessary here to avoid

the wet window problem discussed above. There are proportionately few values

of very high CWV available even for the gap-filled data, as compared with the

radiosonde data in Holloway and Neelin (2008), probably because of the wet

window problem and the problems the MWR can have at high CLW values. This

makes it impossible to test the power law relationship at high CWV as seen in
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Peters and Neelin (2006).

Column Water Vapor (mm)

Figure 4.4: Precipitation conditioned on column water vapor 3 hrs. earlier, with 3-hr
bin width. Bins with fewer than 1000 counts are excluded.

Figure 4.5 shows the CWV relationship to average precipitation rate (on log-

scale) at ±12-hr lags (measured in time after CWV measurement), using gap-

filled data. There is certainly an increase of precipitation with CWV at all

lags. There is an overall fairly symmetric pattern in time, although the center

of the precipitation peak tends to occur about an hour before the high CWV

measurement. On the other hand, there is more precipitation at long lags (6–12

hr) after high CWV than there is for those same lead times. This suggests that

the CWV/precipitation relationship is not simply due to rain moistening the air

immediately around it, which would cause a reversed lag relationship.

4.5 Time composites on precipitation events

To investigate the average behavior of CWV around a precipitation event, we

have made composites centered on locally high precipitation (above the median
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Figure 4.5: Precipitation rate conditioned on gap-filled column water vapor at various
leads/lags. Lag axis measures time after CWV measurement (i.e. CWV leads rainfall
on the right side of the diagram).
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positive precipitation rate, 0.97 mm hr−1, and higher than neighboring events

within the composite window). Figure 4.6 shows these composites for gap-filled

CWV and CLW, as well as for precipitation itself in logarithmic scale, for ±48 hr

of a precipitation maximum (330 events). The relatively long, gradual approach

to higher CWV values (as compared with the narrow peaks of CLW and pre-

cipitation) stands out and is consistent with the autocorrelation scales shown in

Fig. 4.1.

The gradual rise from mean gap-filled CWV conditions, labeled “synoptic-

scale increase”, starts about 40 hr before the precipitation peak and lasts about

33 hr. If we assume advection by a mean wind of 10 m s−1, this translates to a

spatial scale of almost 1200 km. In contrast, about 7 hr before the peak there

is a much steeper increase in CWV. This seems to be a separate, “mesoscale”

feature (whose corresponding spatial scale by the same estimation would be about

250 km), which is larger than both the precipitation increase (deep convective

element) and the CLW increase. The existence of such a feature suggests a role

of CWV, and therefore lower-free-tropospheric moisture (Holloway and Neelin

2008), in mesoscale convective organization, consistent with the positive moisture-

convection feedback found in many previous studies (e.g., Parsons et al. 2000;

Tompkins 2001b; Grabowski 2003; Derbyshire et al. 2004; Bretherton et al.

2004). Specific mechanisms potentially explaining this feature include the initial

upward motion of a gravity wave propagating ahead of a convective system with

top-heavy heating (e.g., Nicholls et al. 1991; Mapes 1993; Liu and Moncrieff

2004) and a “mesolow” (c.f. Houze 2004).

In the CLW composite, there seems to be a somewhat slower decrease after
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Synoptic-scale increase

Mesoscale increase

Trailing anvil

a.

b.

c.

Figure 4.6: (a) Gap-filled column water vapor, (b) gap-filled column liquid water, and
(c) precipitation rate (log-scale), composited on locally high (above 0.97 mm hr−1)
precipitation events for ±48-hr lags (330 events). Dashed lines are longterm means.
Labels indicate periods for which interpretations are discussed in the text.
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the peak than increase before it. This decrease could be the indication of a

“trailing anvil,” and can also be seen in the precipitation composite. Convective

anvils, composed of upper-tropospheric stratiform cloud fed by outflow of liquid

water from deep convective updrafts, tend to trail the deep convective element

because of propagation and/or wind shear (Houze 2004). In fact, the relatively

long time with somewhat elevated precipitation in Fig. 4.6, compared to the

shorter time around the peak, could support other studies that show around 40%

of tropical rain caused by stratiform clouds, typically in anvils blown from the

tops of convective systems (Schumacher and Houze 2003). On the other hand,

the asymmetric CLW and precipitation peak could suggest a hysteresis in the

system—once a threshold is crossed, for instance in CWV, the system tends to

rain for a while, perhaps because of the positive feedbacks between CWV and

deep convection discussed above.

Figure 4.6 indicates that the synoptic-scale rise before the precipitation event

is fairly slow and constant, whereas the corresponding decline afterwards, while

perhaps delayed by a few hours, is somewhat steeper, resulting in values after

24 hours that are lower than the values at 24 hours before peak. This does not

support the idea that precipitation is the main cause of high CWV. A different

proposed mechanism for slow CWV rise during relatively suppressed conditions

such as a dry intrusion (Numaguti et al. 1995; Mapes and Zuidema 1996; Brown

and Zhang 1997; DeMott and Rutledge 1998; Parsons et al. 2000), namely that

shallow cumuli form and then evaporate into the free troposphere, does not show

up in the CLW composite. However, it may be that the presence of average CLW

over an extended time helps increase lower-free-tropospheric moisture, and thus
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CWV, without showing up as an increase in CLW.

Figure 4.7 shows composites within ±12 hr of a precipitation event (982 events

total), again using gap-filled CWV and CLW fields. Note that this is not just

a magnification of the 24 hours around the peak in Fig. 4.6, since there are

more events here due to the smaller window for which to exclude lower-value

neighbors. These plots show CWV peaking just after the precipitation, with CLW

peaking just before. Again, values seem to decrease more slowly after the event

than they increase before the event, especially for the CLW and precipitation

composites. This is likely related to a trailing anvil (stratiform rain) and/or

a possible hysteresis linked to system memory after crossing a CWV threshold

required for deep convection, as discussed above.

The precipitation rate in Fig. 4.7c stays mostly below the longterm average

until well after the CWV begins to rise, again suggesting that precipitation is not

causing the main CWV increase. It is somewhat difficult to see a scale separation

at 7 hr before the peak, the “mesoscale increase” seen in Fig. 4.6, although there

is a slow increase of CLW beginning at that time. There is perhaps a somewhat

steeper rise in CWV starting about 6 hours before the peak, and there is an even

steeper rise in all three composites starting about an hour before zero lag. Since

this composite contains more small precipitation events, there may be a tendency

to see smaller scales of CWV increases than in Figure 4.6, since it is likely that

we are averaging over somewhat sharper increases starting at different times, and

likely having longer scales for higher precipitation maxima.

Figures 4.8–4.9 show corresponding figures for composites made on the begin-

ning of events larger than the median positive precipitation rate (0.97 mm hr−1)
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a.

b.

c.

Figure 4.7: (a) Gap-filled column water vapor, (b) gap-filled column liquid water, and
(c) precipitation rate (log-scale), composited on locally high (above 0.97 mm hr−1)
precipitation events for ±12-hr lags (982 events). Dashed lines are longterm means.
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a.

b.

c.

Figure 4.8: (a) Gap-filled column water vapor, (b) gap-filled column liquid water, and
(c) precipitation rate (log-scale), composited on the ends of 12-hr low-precipitation
(below 0.97 mm hr−1) periods for ±12-hr lags (1109 events). Dashed lines are longterm
means.
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a.

b.

c.

Figure 4.9: (a) Gap-filled column water vapor, (b) gap-filled column liquid water, and
(c) precipitation rate (log-scale), composited on the ends of 48-hr low-precipitation
(below 0.97 mm hr−1) periods for ±2 day lags (184 events). Dashed lines are longterm
means.
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and preceded by periods below that rate (lasting for 12 hr and encompassing 1109

events for Fig. 4.8 and lasting 48 hr and encompassing 184 events for Fig. 4.9).

These figures show that, even in the absence of significant rain at Nauru, there

is a rise of CWV preceding the return to normal rainfall. The CWV and CLW

values before precipitation are lower than normal in Fig. 4.9, with higher levels

afterwards corresponding to wetter conditions.

4.6 Transition Probabilities

Figure 4.10 shows the probability of precipitation during the subsequent 5 minutes

or 1 hr after a given CWV value, conditioned on there being no rain at the time

of the CWV measurement. In other words, the figure shows the probability of

transition from no rain to rain as a function of CWV. This conditional probability

exhibits a pick-up at high CWV similar to the pick-up of the mean precipitation

(although the mean precipitation also has a contribution from an increase in the

expected value of the precipitation given that it is raining). These probabilities

are not very high for the water vapor values that most commonly occur. Hourly

probabilities rise to not quite 45% even at high values (69–72 mm) of CWV. At

still high but more common values of CWV, around 54 mm, the probability of

rain in a given hour is less than 15%. Thus as CWV rises, there will typically

be a lag before the rain begins, which should average a couple of hours long—for

instance, using an hourly precipitation probability of 15% typical of CWV around

55 mm, and an independence assumption, the probability of no rain in two hours

is (1 − 0.15)2 = 72%. For the highest CWV bin, 43% precipitation probability

yields a probability of no rain in two hours of over 30%.
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a. b.

Column water vapor (mm) Column water vapor (mm)

Figure 4.10: Fractional probability of positive precipitation, given no initial precipi-
tation, in the next (a) 5 minutes, and (b) 1 hr. These are conditionally averaged on
column water vapor 1 minute earlier at 3-mm bin width. Bins with fewer than 1000
counts are excluded.

0.E+00 2.E-03 3.E-03 6.E-03 1.E-02 2.E-02 3.E-02 6.E-02 1.E-01 2.E-01 3.E-01 6.E-01 1.E+00

Precipitation Fraction

Figure 4.11: Fraction of positive precipitation conditionally averaged on gap-filled
column water vapor at various leads/lags. Lag axis measures time after CWV mea-
surement (i.e. CWV leads rainfall on the right side of the diagram).
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The independence assumption should only be used to give rough estimates.

As a check, using the probabilities based on the 5-min data in Fig. 4.10a, the

probability of having no rain for one hour with initial CWV at 69–72 mm is 65%,

somewhat higher than the correct value of 57% (taking 1 minus the 1-hr rain

probability at that CWV value in Fig. 4.10b). We also note that the wet-window

problem (see section 4.2) can affect the estimated probabilities slightly (using

gap-filled data, not shown, gives slightly larger estimated probabilities).

This conditional probability is similar to a statistic one might use in a stochas-

tic convection scheme: the probability of launching a convective element, for a

given state of the water vapor (and temperature), given that the grid cell is not

yet convecting. The measurement here is an imperfect analog, since it is for

the initiation of precipitation, and we do not know precisely the spatial area to

which this probability corresponds. Nonetheless, it provides motivation for revis-

ing parameterization assumptions that initiate deep convection and precipitation

deterministically and immediately upon reaching a certain state of temperature

and moisture.

The precipitation probability without conditioning on zero precipitation at

time zero also shows a similar shape pick-up to the curves in Fig. 4.10. The lag

behavior of this probability (Fig. 4.11) has a similar pattern to that of the mean

precipitation pickup at many lags and leads (see discussion of Fig. 4.5 above). The

values are higher for the probabilities in (Fig. 4.11) than for the corresponding

values conditioned on zero at each value of CWV—this is because dry times are

much more likely to follow other dry times than they are to follow wet ones, and

because there is also some tendency for wet times to follow each other. This
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behavior should be most pronounced for probabilities with small time windows.

4.7 Periods of high column water vapor

Fig. 4.10 shows that even at relatively high CWV values the probability of rainfall,

given no initial rain, is still not that high. This makes it interesting to look at

high CWV times and see how precipitation behaves in those times. Another

question that arises from the above analyses is whether the CWV increase, and

the precipitation pick-up at high enough CWV, are actually sharper than they

appear from composites and averages. We may be smoothing these increases by

averaging over many different, sharp increases that occur at different lags.

To investigate these points, we composite CWV, CLW, and precipitation rate

on locally high CWV. However, we then center our composite window not on

these maxima, but on the crossing point from below to above 54 mm CWV that

precedes and occurs closest to the maxima in each case (even if this is before the

beginning of the initial time window used to identify maxima).

These composites are shown in Fig. 4.12, which include 282 events. Note

that there is indeed a rather sharp increase of precipitation rate, and an even

more pronounced sharp increase in CLW, along with the sharp increase in CWV

that is partly a product of the compositing method. The values of CLW and

precipitation respond immediately, although the increases are relatively small

compared with those in Fig. 4.6, which centered its composite on the relatively

narrow deep convective peaks.

To measure this effect further, we composite precipitation rate over one hour

starting at the first precipitation at or following the transition to 54 mm CWV
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a.

b.

c.

^

Median precipitation start time

10 20 30 40 50
Lag (minutes)

1-hr Precipitation

Figure 4.12: (a) Gap-filled CWV, (b) gap-filled CLW, and (c) precipitation rate (log
scale), composited on locally high CWV (above 54 mm and largest value within ±48
hours), but centered on last value below 54 mm CWV before maximum (282 events).
Inset shows 1-hr precipitation event composites (see text). In (a), median and 1st and
3rd quartiles (bars), and mean (carat), of event start times are shown.
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(zero lag in Fig. 4.12), excluding events with missing values (270 events total).

This composite, shown in the inset of Fig. 4.12c, shows higher maximum values

than in the main composite of Fig. 4.12c, as expected—there is fairly large vari-

ability in the start time for precipitation, with a median of 117 min, a mean of

348 min, and an interquartile distance of 286 minutes (as shown by the bars and

carat in Fig. 4.12a). In addition, 5% of the events had already started at zero

lag, and these are counted as having zero start time. Since the median start time

is about 2 hr, this gives a probability of not raining in this time of 50%. We

can compare this to the probability of no rain in the next hour (given no rain

at time zero) in Fig. 4.10b, which is about 0.8 at 54 mm CWV—for two hours,

the probability drops to 0.82 = 0.64, which is fairly consistent. Also, the precip-

itation rate composited over these different events peaks near the beginning, as

expected from the compositing criteria, but remains fairly high throughout the

period, suggesting that, once started, many events last an hour or more.

4.8 Precipitation event distributions

In the previous section, we showed that precipitation can start within a range of

times during or after high CWV values. The composite in the inset of Fig. 4.12c

is also likely influenced by the variability of the length of continuous precipitation

events. Here we examine precipitation event length and size distributions. Peters

et al. (2002) found a long power law range for event size distribution and related

quantities, and hypothesized that this is associated with self-organized criticality.

In Peters and Neelin (2006), the statistics of precipitation are seen to conform

to those of a continuous phase transition as a function of CWV, with the critical
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point determined explicitly. One expects scale-free behavior with power law size

distributions to occur near this critical point. The size distribution should alter

substantially as a function of CWV. Peters et al. (2008) find such behavior for

cluster sizes in satellite radar, although they note the caveat that the methodology

of defining clusters by a threshold creates the possibility of a geometric phase

transition, analogous to percolation, that need not occur at the same point as the

physical phase transition for precipitation. For the western Pacific, for vertically

averaged tropospheric temperature values ranging from 271 to 274 K, satellite

microwave estimates give critical values of CWV ranging from 63 to 71 mm.

Figure 4.4 suggests that the critical value for the precipitation pickup at Nauru

is around 67 mm (Neelin et al. 2008).

Figure 4.13a shows the number density (number of counts divided by bin

width) of the length of continuous precipitation events. This is a time-dimension

analog of cluster size, with points defined by the condition of non-zero rain.

Conditioning the distribution by CWV indeed shows a strong change in behavior,

with much higher probabilities of large cluster sizes occurring for higher values of

CWV. For lower CWV values, the number of long events drops off more quickly

than for higher CWV values, consistent with findings for 2D cluster sizes in

satellite radar (Peters et al. 2008).

Figure 4.14a shows similar behavior for number density of event size (total

column of rain during event), following Peters et al. (2002). A power law range

appears, but with steeper drop beyond around 5 mm. Figure 4.14b seems to show

a longer continuous single power law as CWV approaches the critical value, as

well as larger numbers of events just below and around critical, with still fairly

121



large numbers of events in the bin near and above critical, agreeing with theory.

a. b.

Figure 4.13: (a) Number density of the duration of continuous precipitation events.
(b) The same, conditioned on gap-filled column water vapor. Bins with fewer than 10
counts are excluded.

4.9 Conclusions

Analysis of eight years of 1-min resolution microwave radiometer and optical

gauge data at Nauru Island reveals that high column water vapor (CWV) is as-

sociated with a strong pick-up of precipitation even 10–12 hours in the future.

CWV is found to have large autocorrelation times compared with column liquid

water (CLW) and precipitation, which helps explain how CWV can have skill

in predicting precipitation probability. Before precipitation events, CWV slowly

rises starting about 36 hr ahead, well before there are increases in average precip-

itation or CLW, suggesting that there is some synoptic-scale cause of increased

CWV. Within around 7 hr of the event, there is a much sharper CWV peak which

is likely associated with mesoscale convective events. This supports arguments
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a. b.

Figure 4.14: (a) Number density of event size (integrated rain amount of continuous
precipitation events). (b) The same, conditioned on gap-filled column water vapor.
Bins in (b) with fewer than 10 counts are excluded.

(Mapes 1993; Grabowski and Moncrieff 2004) that the interaction between con-

vective cells, via free-tropospheric moistening and thus higher CWV, can create a

positive moisture-convection feedback that allows for organization of convection

on larger scales. This tendency towards scale-free distributions of convection,

as seen in Peters et al. (2008), is also supported by the power law scaling of

precipitation events that tends to span larger ranges for higher CWV values.

Even in periods of high CWV, probabilities of initial precipitation in a 5-min

period remain low enough that there tends to be a lag before the start of the

next precipitation event. High CWV, then, can be thought of as a suitable

predictor variable for precipitation. This framework suggests applications to

the stochastic prediction of precipitation in models—however, such a scheme

would also require the accurate simulation of processes such as free-tropospheric
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moistening by convection and the advection of dry intrusions from the subtropics

in order to predict CWV.
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Chapter 5

Concluding Remarks

Observational analyses show that simplified vertical structures of temperature

and moisture perturbations can be useful in representing the tropical atmosphere.

In the free troposphere, a single temperature perturbation profile (derived from

a distribution of moist adiabats lifted from warm and moist surface conditions)

corresponds very well with data at a range of scales. This temperature structure

is negatively correlated to temperature perturbations above the free troposphere

(the convective cold top), likely because of simple hydrostatic pressure gradi-

ent constraints which lead to adiabatic cooling above convective heating. The

boundary layer is more independent, and is linked more locally to SST.

Similarly, over half of the variance of specific humidity measured by radioson-

des at Nauru in the western tropical Pacific can be explained by a single ver-

tical structure, the first vertical principal component, which is almost perfectly

correlated with column water vapor (CWV). This vertical structure has very

low weighting in the subcloud layer and maximizes around 800 hPa, just above

the boundary layer’s fairly constant moisture and yet low (and therefore warm)

enough to allow for significant amounts of water vapor at saturation. At high
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enough CWV, and therefore high enough moisture levels in the lower free tropo-

sphere, there is a sharp pick-up in precipitation, as seen in a few previous studies.

This sharp increase can be shown to correspond to larger buoyancies of entrain-

ing plumes at high enough CWV. Entrainment profiles based on dynamic “deep

inflow” due to increasing upward mass flux and continuity are especially skill-

ful in capturing the transition to higher precipitation, since they heavily weight

the environmental moisture at all lower levels where the mass flux is assumed

to increase. The results are sensitive to mixing assumptions, such as freezing

processes.

CWV (as measured by a microwave radiometer on Nauru), and the lower-

free-tropospheric moisture that explains most of its variance, provides the trop-

ical atmosphere with memory, since it changes relatively slowly compared with

tropospheric temperature, precipitation, and column liquid water (CLW). The

characteristic CWV autocorrelation time scale of over a day, larger than that of

convective activity but smaller than that of SST, means that CWV can convey

important information from several hours up to several days in advance. CWV

increases before precipitation events on both a synoptic-scale period and a smaller

mesoscale period, which is likely associated with mesoscale convective organiza-

tion, such as squall lines, that in turn depends on positive feedbacks between

convection and CWV. High CWV significantly increases the probability of pre-

cipitation even 10–12 hours in advance—at the same time, there is significant

variability in the onset time of precipitation at high CWV, suggesting that CWV

could be used as a predictor for precipitation in convective parameterizations but

that there is a strong stochastic element to the relationship as well. Power law
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scaling of precipitation events, noted in previous studies, is seen to depend on

CWV.

It is tempting to compare and try to reconcile the temperature analyses in

Chapter 2 with the dependence of convection on CWV, via entrainment, described

in Chapter 3. On the one hand, temperature in the free troposphere tends to

follow moist adiabats calculated without considering entrainment, which would

imply that undilute convective plumes dominate. On the other hand, it seems

that undilute CAPE is not a good predictor of precipitation, and that significant

entrainment likely occurs through a deep lower-tropospheric layer.

One possible explanation for these two views of tropical deep convection is

that the main convective cells are occurring in environments with high CWV,

meaning that entrainment does not significantly dilute the plumes once convec-

tion becomes strong. This may be especially true in the intertropical convergence

zone (ITCZ) and other areas of organized deep convection. The free-tropospheric

temperature perturbations would then be constrained by these relatively undilute

moist-adiabatic convective plumes.

This view of deep convection existing mainly within areas of high CWV ties in

with the explanation of precipitation as a continuous phase transition proposed

in Peters et al. (2002) and Peters and Neelin (2006). One important ques-

tion, addressed via temporal analysis in Chapter 4, is the scale on which these

relationships take place. This is particularly relevant when considering implica-

tions for convective parameterizations. For instance, how can probabilities and

perturbation profiles on the sounding scale be transferred to GCM grid scales?

Furthermore, what kind of grid-scale vertical moisture and temperature structure
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should be desired in models with convective parameterizations?

The main quality that these results suggest for improved convective param-

eterizations is less dependence of convection on the boundary layer moist static

energy (and undilute CAPE). Connected with this would be increased sensitivity

to free-tropospheric moisture, for instance via more realistic entraining plumes

as discussed above. Even at high CWV, however, schemes should simulate sig-

nificant variability of precipitation onset times. Positive feedbacks between con-

vection and precipitation, and accurate modeling of processes such as shallow

convection that help determine CWV evolution, are also necessary.
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