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INTRODUCTION

During Clare’98 several instruments were mounted on a Hercules C130 aircraft to measure cloud properties. Among the instruments were a Forward Scattering Spectrometer Probe (FSSP) and a Two-Dimensional Cloud probe (2DC) to measure cloud size distributions and a Johnson-Williams probe to measure liquid water content. The FSSP measures water droplets in the size range of 1 (m to 23.5 (m radius. The particles are sized in 15 radius bins of 1.5 (m each. The 2DC-probe images cloud particles in the size range of 6.25 (m to 406.25 (m radius, which are sized in 32 radius bins of 12.5 (m each. A detailed description of the particle probes can be found in [1]. More information on the Johnson-Williams sensor can be found in [2]. 

In order to obtain a complete size spectrum, the distributions measured by the two particle probes have to be merged. This paper assumes the merging technique as proposed in [3], which also discusses the standard off line processing of the measured size spectra. One of the standard procedures is to correct the FSSP-distributions such that the total liquid water content of the merged spectrum equals the liquid water content measured by the Johnson-Williams sensor (LWCJW). This is done since the FSSP is known to under-read when the spectra are heavily weighted towards small drops [4]. The procedure corrects the FSSP-data by multiplying the entire FSSP-distribution by a constant correction factor, which is computed from:
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where LWCFSSP and LWC2DC  are the liquid water content coming from the particles measured by the FSSP and 2DC probe respectively. 

This correction method does not depend on the particle size. However, [5] suggest that the sample volume of the FSSP instrument is particle size dependent. Consequently, some bins will under-estimate the concentration more than other bins. In that case a size dependent correction factor is more appropriate. 

DESCRIPTION OF THE ALGORITHM

An alternative, size dependent correction algorithm will be presented in this paper. This method assumes that the cloud size distribution for FSSP-sized droplets is described by a gamma function, which is defined as:
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(2),

where r is the drop radius and N(r) is the number of drops per m3. The parameters N0 and m are the scaling factor and the dispersion factor respectively; ( is usually taken as a function of m. The liquid water content (g/m3) then follows as:
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(3),

where rmin and rmax are the minimum and maximum radii of the droplets measured by the FSSP, and (w is the density of water. Using the integral identity:
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(4),

equation (3) can be rewritten as:


[image: image6.wmf]max

min

3

0

1

3

0

)!

3

(

1

)!

3

(

)

exp(

3

4

)

(

r

r

m

i

i

i

m

w

r

i

m

m

r

N

LWC

ú

ú

û

ù

ê

ê

ë

é

þ

ý

ü

î

í

ì

-

+

+

-

-

=

å

+

=

+

-

+

l

l

pr

l


(5)
It is seen that if N0 is assumed to be a constant, the LWC is a function of lambda only.

In principle, the method reconstructs the gamma function that produces LWCJW (subtracted with LWC2DC). The FSSP concentrations are then corrected by adjusting the slope of the FSSP-spectrum, (FSSP, such that it equals the slope of the ‘true’ spectrum, (JW. Thus, whereas the standard procedure corrects the data by adjusting the N0’s, the correction method discussed in this paper corrects the FSSP-spectra by adjusting the lambda’s of the original distributions,. To achieve this, several assumptions have to be made. First, a value for m has to be chosen. Throughout this paper, m=4 is used, which is a typical value for precipitating clouds, such as the ones discussed in this paper [6]. Furthermore, the FSSP-concentrations have to be corrected in such a manner that relation (1) still holds. This is done to assure that in the end the liquid water content of the merged spectrum is equal to 
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Fig.1a
Fig.1b

Fig.1 Plot of LWC((FSSP)/NT((FSSP). Fig.1b shows a close-up with the y-axis in log-scale.

[image: image9.wmf]0

0.5

1

1.5

2

2.5

3

10

0

10

2

10

4

10

6

10

8

lambda

J

W

LWC (lambda

J

W

)


Fig.2 Plot of LWC((JW).

LWCJW. Finally, in order to find a solution for (JW, it has to be either assumed that N0,FSSP=N0,JW, or it is assumed that the total number of droplets counted by both instruments are equal; NT,FSSP=NT,JW. It is doubtful that the latter assumption is correct, since it is known that the FSSP under-estimates the droplet concentrations. Therefore, the first assumption is used. The correction will not be applied if the Johnson-Williams measured an LWC smaller than 0.01 g/m3 since this is the sensitivity threshold of the instrument.

The total concentration NT can be written as:
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(6)

Next, (FSSP is found by solving the following equality:
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(7),
where LWCFSSP and NT,FSSP are computed from the actually measured FSSP-data.

From fig.1, which shows LWC((FSSP)/NT((FSSP), it is seen that, for positive values of LWC((FSSP)/NT((FSSP), equation (7) has a single solution. The figures imply that only solutions exist for (FSSP greater than 0.25. However, [6] states that typical values of lambda lie around 1. 

The merging technique that is used here neglects the first bin of the FSSP, since it is known to produce unreliable data [3]. If this is taken into account and it is assumed that N0,FSSP = N0,JW, the constant correction factor then follows as: 
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(8)

(JW can now be found by solving the following equality, which results from rewriting (8):
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Fig.2, which displays LWC((JW), confirms that this equality has a single solution.

Finally, the size dependent correction factor is computed from:
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(10),
where i is the bin number.

RESULTS

Fig.3 shows the results for October 7th run 51. During this run, a stratocumulus with little precipitation was present at a height of around 2.2 km. The Hercules flew at an altitude of about 2 km, which was near the cloud bottom. In fig.3a the liquid water content from the alternative corrected spectra is displayed as the solid line, whereas the dashed line represents the LWC from the distributions corrected with the constant factor (which during this run is the same as LWCJW). It shows that the LWC obtained using the corrected FSSP data matches 
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Fig.3a Plot of LWC from measured distributions.
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Fig.3b Plot of reflectivity from measured distributions.
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Fig.3c Plot of reflectivity from measured FSSP-distributions.

Fig.3 Results of the size dependent correction factor for October 7th run 51. The solid lines in the graphs are the data from the alternative correction, whereas the dashed lines represent the data from the constant correction. Fig.3a displays the LWC from the measured size spectra. The mean error is 0.0079. Fig.3b is a plot of the reflectivity from the merged spectra, and fig.3c shows the reflectivity from the FSSP-spectra.

the LWC of the Johnson-Williams generally well. The mean error between the two LWCs is 0.0079.

Fig.3b and fig.3c show the reflectivity of the merged and FSSP-spectra respectively. The size dependent correction factor does not have any impact on the reflectivity of the merged spectra, since the reflectivity is dominated by 2DC-sized drops; the FSSP-data contribute very little to the total reflectivity. If only FSSP-data are taken into consideration, however, a difference of about 4 dBZ exists between the reflectivity of the alternative correction, and the reflectivity using the constant correction. 

In fig.4 several size distributions are given to show the operation of the alternative algorithm. The figures on the right hand side show close-ups of the FSSP-distributions. Fig.4a and fig.4d show typical spectra from October 7th run 51. During this run, the spectra were heavily weighted towards the small drops. Consequently, the FSSP was under-estimating the concentrations. The correction factors will therefore be relatively large. These graphs clearly show a slope change in the spectrum of the alternative corrected data. Now, the slope of the FSSP-distribution better matches the slope of the 2DC-distribution.

Fig.4e shows a typical spectrum from October 7th run 72, at a time instance during which the cloud was precipitating. This run was flown at around 2.2 km, which was near the bottom of the cloud. The spectrum in this diagram is less weighted towards the small drops, compared to the ones in fig.4a and fig.4d. Therefore, the correction will be less severe as can clearly been seen from fig.4f. The distribution displayed in fig.4g is taken from data measured off the Namibian coast. During this run a non-precipitating strato-cumulus cloud was present with a base at around 0.95 km. The aircraft was flying at an altitude of 1.07 km. This is a typical example where the size-spectra are not weighted towards the smaller droplets. Therefore, very small correction factors are expected. This is indeed the case, as can be seen from fig.4h.
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Fig.4a
Fig.4b
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Fig.4c
Fig.4d
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Fig.4e
Fig.4f
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Fig.4g
Fig.4h

Fig.4 Typical size distributions (number per m3 per (m). The diagrams on the right show close-ups of the FSSP-spectra. 

The figures show data from October 7th 1998, run 51 (a - d), October 7th 1998, run 72 (e and f), and October 3rd 1995, run 5 (g and h).  ** = alternative correction, oo = constant correction, ++= no correction.
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