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Global 870-m simulation (Miyamoto et al. 2013)

©JAMSTEC・AORI (SPIRE Field3), RIKEN/AICS
Visualized by Ryuji Yoshida



Computers keep advancing…
• With the “post-K” supercomputer (~2020), we can afford 

100 members of the global 870-m simulation.

The Japanese 10-Peta-Flops K computer

With the Post-K, we aim to run 1000-member 
global NICAM-LETKF at 3.5-km resolution





A simulated study using 
the T30/L7 SPEEDY AGCM

(Miyoshi, Kondo, Imamura 2014)





Advantage of large ensemble
100 members

10240 members

(Miyoshi, Kondo, Imamura 2014)

High-precision probabilistic 
representation

Sampling noise reduced



A real-world study using 
the NICAM

(Miyoshi, Kondo, Terasaki 2015)

NICAM-LETKF
(Terasaki et al. 2015)



Correlation patterns (Q at ~100 hPa)
40 members

Localized
(σ=400km)

11/8 00UTC after a week cycling

This is what we use for EnKF
with 40 members.

Kondo, Miyoshi (2015)



Correlation patterns (Q at ~100 hPa)
40 members 10240 members

11/8 00UTC after a week cycling

Kondo, Miyoshi (2015)



Correlation patterns (Q at ~100 hPa)
40 members 10240 members

FLOW-DEPENDENT

11/8 00UTC after a week cycling

Kondo, Miyoshi (2015)
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Sources of Big Data

SimulationsObservations

©Vaisala

Powerful supercomputerAdvanced obs technology

Big Data Big Data



Next-generation geostationary satellite

(Courtesy of JMA)

Full Disk

Super Rapid Scan
every 30 seconds

Himawari-8 was launched successfully on 7 October 2014.
Himawari-9 will be launched in 2016.

10 min. 2.5 min.
Rapid Scan

30 sec.
Super Rapid Scan

Full operations started on 7/7/2015!!

50x more data!



Big Data Assimilation

SimulationsObservations

©Vaisala

Powerful supercomputerAdvanced obs technology

Big Data Big Data

Data Assimilation



“Big Data Assimilation” Era

Toward next 20 years of DA

High-resolution simulation High-resolution obs

More computational power Advanced obs technology

Enabling effective use
Big Data Big Data

Exploding data

Courtesy of S. Shima



Near-real-time SCALE-LETKF

(Lien et al. 2016)



5 day forecast of Typhoon NANGKA (201511) 
stating at 12:00 UTC July 12 (Lien et al. 2016)



Flooding of Kinugawa River
Asahi News – September 10, 2015.

Track of Typhoon Etau
(Adopted from JMA report)

Severe disaster case in Sep. 2015

~ 600 mm accumulated rainfall in 2 days



9/9~9/10, 2015
[mm/h]

Shifted to the west

Initial time: 9/8 21JST NTT Docomo gauge network



9/9~9/10, 2015
[mm/h]

Overall good location, but heavy rain is missing!

Initial time: 9/8 21JST NTT Docomo gauge network



9/9~9/10, 2015
[mm/h]

Overall good location, but heavy rain is missing!

Initial time: 9/8 21JST NTT Docomo gauge network

Improve forecasts by fully utilizing
observation Big Data



Himawari-8: A new generation satellite
Providing observation “Big Data” Similar to GOES-R

– High-spatiotemporal resolution radiance obs in 16 bands. 

Every 30 min Himawari-8
Full disk (every 10 min)

Himawari-8
Rapid scan (every 2.5 min)

MTSAT-2 Himawari-8

VIS 1 3

NIR 0 3

IR 4 10

Band 14 (11.23 μm)

7A.7 Honda et al., 32nd Conference on Hurricanes and Tropical Meteorology, 17 – 22 April 2016 San Juan, PR 23Number of bands

165

Honda et al. (2016)



Typhoon Soudelor (2015)
• The strongest northwestern Pacific TC in 2015.

• Himawari-8 observed successfully!

Japan

7A.7 Honda et al., 32nd Conference on Hurricanes and Tropical Meteorology, 17 – 22 April 2016 San Juan, PR

8/4
900hPa

24

Honda et al. (2016)



LETKFFirst Guess Analysis

Himawari-8 B09

12:10z02Aug2015
1st cycleBefore DA After DA

OBS

Band 9

(Honda et al. 2016)



Band 14 Not assimilated

NO Himawari With Himawari Himawari observation

(Honda et al. 2016)



Precipitation patterns

7A.7 Honda et al., 32nd Conference on Hurricanes and Tropical Meteorology, 17 – 22 April 2016 San Juan, PR 27

Honda et al. (2016)

GSMaP ObservationNO Himawari With Himawari
not used
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100x
more data!
10x more data 
in a 1/10 period

Phased Array Weather Radar (PAWR)

3-dim measurement using 
a parabolic antenna  (150 m, 

15 EL angles in 5 min)
3-dim measurement using a phased array antenna 

(100 m, 100 EL angles in 30 sec)



Phased Array Radar (every 30 sec.)

(Courtesy of NICT)
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Sudden heavy rain



Revolutionary super-rapid 30-sec. cycle

0
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Obs data
processing
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(4.5PFLOP)
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Ensemble

forecasting
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30-min. forecasting (1.6PFL
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Ensemble
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Obs data
processing

380GB2.5TB380GB
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~2GB

2.5TB D
(4.5P

~2GB

120 times more rapid than 
hourly update cycles



A case selected for the first offline study

The top page of Yomiuri newspaper 
on 14 July, 2013



30-sec. and 5-min. evolutions

5 min

30 sec

linear 
evolution

nonlinear evolution

(Miyoshi et al. 2016)



First results
WITH DA OBSNO DA

(Miyoshi et al. 2016)



Advantage of 100-m simulation
1KM 100M

(Miyoshi et al. 2016)



9/11/2014 morning, biked to office

Decided to bike to office.
It takes about 30 min.

7:55

JMA observation

I looked at this obs
at 8 am.



9/11/2014 morning, biked to office
8:00 8:05 8:10 8:15

8:20 8:25 8:30 8:35

8:40 8:45 8:50 8:55



9/11/2014 morning, biked to office

7:55

It is almost impossible
to predict from this obs!

JMA observation

Decided to bike to office.
It takes about 30 min.

I looked at this obs
at 8 am.



9/11/14 morning torrential rain
8:05

8:15

8:25

PAWR obs. 1-km-mesh
Data Assimilation

100-m-mesh
Data Assimilation



Summary and a perspective

“Big Data” “Big Simulation”
Exa-scale computing in the next decade

Use dense, error-correlated data effectively

 Revolutionize Weather Prediction

With the Post-K, we aim to run 1000-member 
global NICAM-LETKF at 3.5-km resolution


