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Summary

Three generations of land surface models have been
developed over the course of the last twenty years, which
include increasing levels of complexity. The latest genera-
tion incorporates photosynthesis and physiological
responses to environmental CO,, a gas that is strongly con-
trolled by atmospheric vertical stability and by land surface
exchanges. A new set of prognostic equations, providing a
new solution core for one such land surface model, SiB2, is
introduced here. The new equation set makes use of canopy
air space variables which are prognostic and allow for the
storage of heat, water and carbon at that level, providing
both a new memory for the coupled system and a better
representation of observed canopy processes. Results from
off-line simulation using FLUXNET data from Europe,
over a range of environmental and climatic conditions, indi-
cate that the new solution core is able to represent land
surface exchanges with equal or better skill than the set it
replaces. At the same time, this new formulation provides a
simplified mathematical framework, more suitable for
further model development.

1. Introduction

Soil-vegetation—atmosphere transfer schemes
have been used for years in atmospheric models
in order to describe the surface exchanges of
heat, water, momentum and carbon. Several dif-
ferent strategies are followed in what concerns
the complexity of the included bio-physical pro-
cesses and the horizontal and vertical distribution

of flux sources and pathways, which often
depend on scaling criteria and target application.
Extensive reviews are provided in Arora (2002),
Pielke (2001) and in Sellers et al. (1997).

The typical framework of a Land Surface
Model (LSM), shown in Fig. 1a, involves the
ground surface, snow, canopy leaves and refer-
ence level atmosphere as prognostic variables.
The model framework comprises individual grid
boxes, covered by portions of bare ground, vege-
tation (as a one-layer elevated canopy) and snow,
all interacting with the overlying atmosphere
through the canopy air space (CAS), which acts
as a flux mediator.

The CAS variables are usually solved for as a
weighted average of the ground surface, canopy
and reference level variables (see for instance
Dickinson et al., 1993 and Bonan, 1996). This
layer is, therefore, traditionally described in
terms of a combination of the individual leaf,
soil, snow and reference level variables, so that
it has no properties of its own, and fluxes through
it are instantaneously adjusted, with no possibil-
ity for time delays in the exchanges. This
approach was justified in applications in which
the thickness of the first atmospheric level (or the
height of the probe) was much larger than the
typical thickness of the CAS (order of 10 m). In
more modern models, with increased resolution
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Fig. 1. a) The SiB2 land surface model framework: the diagnostic CAS scheme (left) and b) the new prognostic CAS (right)

in the boundary layer (BL) and an explicitly
resolved surface layer (SL), with a typical height
of 30 m, this approach is not completely justified.
This can be seen in Table 1, which shows how
the typical heat capacities of each variable in the
framework have comparable magnitudes, indi-
cating similar potentials for the storage of heat,
water vapor and CO,.

Table 1. Typical heat capacities near the land surface®

Variable (level) Volume Total heat
(m*/m?) capacity

MJ/m*K

Air, atmospheric reference” 30 0.03

Air, CAS® 10 0.01

Canopy leaves? 0.003 0.002

Interception water 0.001 0.004

Snow 0.01 0.07

Soil (top) 0.02 0.04

#Values extracted from Sellers et al. (1996b)
" First atmospheric model level

¢ Canopy Air Space

dWith LAI =3

In the practice of flux calculations from eddy
correlation tower data it is also recognized that
the layer of air below the tower can store indi-
vidual properties and these storage fluxes are
calculated from the vertical divergence of the
properties above and below the CAS. From the
point of view of observational evidence, the need
to consider CAS storage is supported by mea-
surements at several micrometeorological towers
(see for instance Schmid et al., 2003 or the
FLUXNET data itself, Baldocchi et al., 2001).

Given the observational evidence and new
modeling requirements, it would seem necessary
to treat the CAS air as a finite vertical layer and
not an infinitesimally thin one. We propose to
introduce a CAS layer in a LSM framework in
order to test the feasibility of such an approach
and its degree of physicality.

The SiB2 LSM (Sellers et al., 1996b) has been
extensively used in off-line and on-line mode
over a wide range of spatial and temporal ranges,
examples of which are given in Kim et al. (2001),
Randall et al. (1996), Denning et al. (2003). It
represents therefore an ideal test bed for this type
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of new prognostic approach. The implementation
presented here introduces new prognostic vari-
ables in correspondence to CAS storage capaci-
ties and associated fluxes, similar to what was
done by Walko et al. (2000), which require the
solution of three new prognostic equations.

The goal of this work is to document the new
solution core that was implemented in the model
(referred to as SiB2.5) and successfully used by
Baker et al. (2003), Denning et al. (2003), and
Stockli and Vidale (2004b) (this issue). The
existing solution set is thus initially discussed
and the new prognostic core is introduced there-
after, together with some examples of off-line
applications. Discretized versions of the prognos-
tic equations, useful for numerical implementa-
tion, are presented in the appendix.

2. Prognostic equations at the land
surface in SiB2

The governing prognostic equations for the land
surface variables, i.e. the heat and water of the
ground-snow surface (suffix g) and canopy leaves
(suffix ¢), were introduced in Sellers et al.
(1996b) and the temperature relationships are
summarized here for reference:

oT,
C@Ef:R%—f@—Eg—G
oT,
e =Ry —H.—E, 1

where T, are the temperatures of the canopy
leaves and snow-ground (K); ¢, . are the effective
heat capacities Jm~2K™!); R, H, E and G are
the net radiation, sensible heat flux, latent heat
flux and ground heat flux (W m~2).

In the SiB2 modeling system the canopy air
space acts as an instantaneous mediator between
individual flux network components, and all
fluxes through the CAS are additive, equaling
the fluxes between CAS and the atmospheric
reference level, as is explained in the next sub-
section.

2.1 Canopy air space variables
and their diagnostic treatment

Referring again to Fig. 1a (left panel), the canopy
air space is the portion of the surface layer which
is in direct contact with the canopy leaves and

which mediates the turbulent exchanges between
leaves, bare ground, snow and the atmospheric
reference level above. In reference to the frame-
work of the SiB2 model, in which the present
solutions have been implemented, it is the dis-
tance between heights z; and z; (canopy top
and canopy base) in Fig. 1 of Sellers et al.
(1996b).

In this context, the CAS has a storage capacity
equivalent to the volume per square meter in the
layer that comprises the vegetation canopy. In the
original model of Sellers et al. (1996b), this
quantity was considered infinitesimally small,
so that the definition for CAS variables in SiB
2.0 are:
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where T, , ., are the temperatures of the canopy
leaves, snow-ground, CAS and reference level
(K); ecgqr are the vapor pressures (Pa);
CO,,,,, are the CO, partial pressures (Pa); r,,
Ty, Fe, Iy are the resistances (sm™').

Scalar fluxes through the CAS are correspond-
ingly additive and instantaneously adjusted,
equaling therefore fluxes between the CAS and
the atmospheric reference level:

H, = H. + Hg;
E,=E.+ Eg =E;+E;+ Egi + Egs;
Fco,, = Fco,, + Fco,, (3)

where H,,, are the sensible heat fluxes from
canopy leaves, snow-ground and CAS (W m™2);
E.,, are the latent heat fluxes from canopy
leaves, snow-ground and CAS (W m~2); FCOng_a
are the carbon fluxes from canopy leaves, snow-
ground and CAS (umolm~2s~"). The subscripts
i, t, s refer to water vapor originating from in-
terception, transpiration and top soil pore reser-
voirs, respectively.

A limitation of the standard implementation,
using the classic weighted average approach
to the calculation of the CAS capacity, is that
it introduces dependencies on all prognostic
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variables when partial derivative terms are calcu-
lated, making the calculations cumbersome and
preventing the use of the variables in some of the
equations (most notably in the calculations of the
rp, and r, aerodynamic exchange coefficients, see
Sellers et al., 1996b; Eqgs. 10 and 11).

For example, in the case of the canopy leaves
heat flux, H., Sato et al. (1989a), Sato et al.
(1989b) and Sellers et al. (1996b) use a definition
of the CAS temperature similar to that in other
LSM (e.g. BATS), as was shown in Eq. (2).
Because of this definition, the numerous flux
cross-derivative terms used in the solution imple-
mentation (see the Appendix), for an arbitrary
variable §,, % will contain terms involving all
three boundar;} temperatures, that is the ground,
leaves and reference air temperatures.

An example of the extensive and inconvenient
flux derivative formulation resulting from this
approach in the case of terms involving the heat
flux from the canopy leaves, H.:

H, — pe, L= Ta)

Tp
where p is the density (kgm™) and c,, is the heat
capacity (Jkg=!' K1) of air, so that:

OH., p L
—pL(1—|—2— 4
o, ( [i+:—b+%d]> @

because of the definitions in Eq. (2).

This approach was fully justified in applica-
tions for which the height of the reference level
was much larger than the vertical extent of the
canopy air space or in coupled systems in which
only a bulk mixed layer (and no surface layer)
are simulated (such as in the CSU GCM). If the
vertical extent of the CAS and the distance to the
reference level are of the same order of magni-
tude, however, a different treatment should be
considered, since the capacities of the canopy
air space and of the first atmospheric level in
the host model are of similar magnitude.

2.2 Canopy air space variables and their
prognostic treatment: the new solution core

More modern applications, off-line or coupled,
assume that the atmospheric reference level is
located much nearer to the surface, so that the
heat (water, or any scalar) capacity of the layer
of air that it represents is of the same order of

magnitude as that of the canopy air space (CAS),
that is, the amount of air contained within the
(interacting directly with) canopy leaves. It is
assumed here that the CAS spans the region
between canopy base and top; an idealized pic-
ture of this new framework is shown in Fig. 1b.

With both physical and numerical reasons in
mind, CAS capacities and variables are pro-
posed, together with corresponding prognostic
equations at that vertical level, as was also done
previously in Walko et al. (2000), for a simpler
LSM. Three new prognostic equations for CAS
temperature, water and CO, are thus added to the
set in Eq. (1):

. H,+H.+H

Co—( = —114 c
ot §
% p B AE

Co—(F = —Ly c
ot §

0CO

CQTZQ = —Fcoza +FC02C +FC02g (5)

where ¢, is the storage capacity of the CAS in
Jm2K~! (for water this is expressed in units
of Jm2Pa! and for CO, in units of
pmolm—2Pa~'). The introduction of the new
prognostic variables, T, e, and CO,, makes it pos-
sible to define the new fluxes, originating at the
CAS level, which appear on the right hand side:

T,—T,
Ha - pcp( < )
rll
E, — P (Ca=er)
Y Vq
CcO, —CO
Feo, — Ry (6)

where v is the psychrometric constant (PaK™!)
and ~ a unit conversion (pmol Pa~! m™3).

The prognostic equations in (5) smoothly
reduce to the diagnostic expressions in (2) for
the case of zero CAS thickness (e.g. for grass-
lands, although the canopy-reference level dis-
tance could also be much smaller in such a
case), for example for the CAS temperature:

0T,

therefore, substituting from Eq. (6):
ro(He + Hy)

PCp

Ta:Tr+

(8)
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which is equivalent to the first diagnostic expres-
sions in (2). The same applies to e, and CO,,.

These new prognostic variables and definitions
also greatly simplify the expressions for the par-
tial derivative terms, eliminating the need to
carry cross-derivative terms, for instance, in con-
trast to (4):

OH.  pc,
.~ 1, 9)

because only the foliage and CAS temperatures
are involved as independent variables. The
same simplifications apply to all other cross-
derivative terms and permits the overall elimi-
nation of 20 partial derivative terms which are
programmed in different parts of the numerical
implementation.

The new equation set that is formed by adding
the three CAS prognostic equations to the set in
(1) and by altering the definitions of the indi-
vidual fluxes comprises the new SiB2 solution
core, which will be called SiB2.5 thereafter.
The discretization and solutions to the new core
equation system are shown in Appendix A.

3. Off-line simulations with diagnostic
and prognostic solutions

The two model versions, 2 (diagnostic CAS)
and 2.5 (prognostic CAS) have been run off-line
for six Fluxnet sites for years between 1996 and
1999. The individual simulations were driven by
meteorological data, with an update frequency of
30 minutes and were spun up for 5 years prior to
the actual integration. Initial and boundary con-
ditions (especially time-dependent ones) were
pre-calculated with a SiB2 accessory tool, Map-
per, in the same way as described in Sellers et al.
(1996a), using the EFAI data sets of Stockli and
Vidale (2004a). The reference level CO, was
fixed at 37.5 Pa, since it is not possible in off-line
mode to simulate the boundary layer oscillation
of CO, concentrations and it was deemed safer,
at this stage, to keep this extra degree of freedom
from influencing our assessment of the new
model performance. The time step for the inte-
grations is 10 minutes for both formulations. All
integrations were continued for the period of
availability of tower forcing data, which varies
by site, but is always comprising of at least one
full year of data. In this study we will provide

examples from the Tharandt (Germany) site,
while in the companion Stockli and Vidale
(2004b) we provide a much wider range of appli-
cations at different European sites. The Tharandt
Fluxnet tower measures micrometeorological
variables and radiation, heat, water and carbon
fluxes in a coniferous forest (mean LAI of 6.0)
and is located in Germany (50°58'N 13°38'E).
The site has a mean annual temperature of
7.5 °C and receives 824 mm of rain (climatologi-
cal yearly mean). We present observational data
(publicly available through the Fluxnet database,
http: //www-eosdis.ornl.gov/FLUXNET/) and
simulations for the year 1998. Data gap filling
issues are discussed in Stockli and Vidale
(2004b).

4. Discussion

The novelty of this approach consists in the use
of the storage capacities for the CAS variables,
which allows for the ‘memory’ of the system,
similar to what is done in the calculation of eddy
correlation fluxes under a tower. This is particu-
larly important at times of transition between a
stable and an unstable surface layer, when differ-
ences arise in the two treatments, due to the exis-
tence of storage fluxes within the CAS.

The strong simplifications in the calculation of
the cross-coupling terms has also allowed for a
more streamlined discretization of the prognostic
equations, for the numerical implementation,
than in the previous framework. One of the prac-
tical consequences is the inclusion of fully implic-
it long wave radiative terms in the net radiation
components, which within this framework re-
quires minimal effort and is physically justified.
As discussed in Bonan (1996), however, this
extra increment term is usually smaller than the
other forcings, although it can become compara-
tively important at particular times of the diurnal
cycle. The details of this implementation are
available in the appendix.

The analysis of the comparative performance
of the two models focuses on the production of
prognostic variables and on the fluxes originating
in the CAS. Much more substantial validation
and testing, focusing on heat and water fluxes
over different Fluxnet sites has been performed
in a companion paper, also in this issue (see
Stockli and Vidale, 2004b).
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4.1 Simulation of the yearly and diurnal
cycle of canopy temperatures

The canopy leaves temperature 7, is a primary
prognostic variable in SiB2 and the evolution of
an average diurnal cycle in July 1998 is shown in
Fig. 2a for the Fluxnet site Tharandt; a comple-
mentary evolution is shown for the 1998 yearly
temperature cycle in Fig. 2b. Comparisons with
available observations shows that both model
versions simulate the yearly cycle of temperature
in a fairly accurate way, so that to the first order
both solutions are compatible. This was also
true of other sites and prognostic variables (not

Tharandt: Diurnal Cycle
T T T T T T T

300

——OBS
-+ 8IB:2.5
- - 8IB:2.0

(K)

canopy temperature

280 L L 1 L L 1 L L 1 L L
00:00 06:00 12:00 18:00 24:00
JUL 1998

Tharand
T

300 T T T T

260
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J F M AMJ J A S O ND
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Fig. 2. Prognostic (SiB2 and SiB2.5) of canopy leaves
temperature 7. (K) at Tharandt, 1998: a) average diurnal
cycle (top) in July and b) yearly time series (bottom).
Observations at the site are also shown for reference

shown). The diurnal plots show that the July
mean diurnal cycle is better simulated by
SiB2.5, since SiB2 tends to be consistently
too warm. For the yearly cycle, SiB2.0, however,
provides a better simulation of winter time tem-
peratures, but is too warm by about 2K over the
summer. SiB2.5, on the other hand, tends to be
cold in winter (2—3 K), but simulates the summer
temperatures accurately. This is important for
biophysical feedbacks in continental areas, involv-
ing physiological responses to too elevated max-
imum diurnal CAS temperatures during the late
growing season, a problem common to many
climate models (see e.g. the discussion in Vidale
et al., 2003). An explanation for the winter-time
temperature evolution in SiB2.5 is connected
with both the extra stratification, provided by
the new CAS layer, and with the more extreme
r, and r; values, which can now be produced by
the use of the prognostic 7, variable in the defi-
nition of the aerodynamic resistances. Other
effects derive from storage fluxes, which are
explored in the following subsection.

4.2 Simulation of CAS storage fluxes

Canopy storage fluxes are only available at a few
sites in the Fluxnet dataset; we use the data from
Tharandt as an example. Figure 3 shows the
latent and sensible heat storage fluxes at this site,
as an average diurnal cycle for the entire year of
1998 (left panel). The data for July show that the
SiB2.5 model is simulating the heat and water
storage fluxes in the CAS in both magnitude
(order of 10 W m~2) and phase. The right hand
panel figures show the corresponding fluxes for
the average diurnal cycle in the month of July
1998. The CAS is therefore a sink of heat in
the early part of the day, and a source near sun-
set; for water, however, the CAS appears to func-
tion as a sink near both sunrise and sunset, in
agreement with measured data. At these times
CAS storage fluxes are at a maximum and time
lags of up to 30 minutes appear in the surface
soil /vegetation/atmosphere network; therefore
storage fluxes will introduce a lag in the fluxes
originating at the CAS. The same interpretation
is valid for the seasonal cycle (not shown), in
which periods of larger stability (and large values
of aerodynamic resistances) will coincide with
more storage and flux lag, while periods of lower



Prognostic CAS solutions for SiB2

Tharandt: Diurnal Fluxes

251

Tharandt: Diurnal Fluxes

10

| — LEA: OBS
EAHF: SIB 2.5

CAS latent heat storage flux (W/m?)
CAS latent heat storage flux (W/m?)

-10

—— LEA: OBS
EAHF: SIB 2.5

12:00 18:00 24:00

1998

06:00

Tharandt: Diurnal Fluxes

00:00

12:00 18:00 24:00

JUL 1998

06:00

Tharandt: Diurnal Fluxes

—— HA: OBS
HAHF: SIB 2.5

20

CAS heat storage flux (W/m?)
CAS heat storage flux (W/m?)

-20

-15 1 1

—— HA: OBS
HAHF: SIB 2.5

24:00 00:0

18:00

12:00
1998

00:00 06:00

24:00

18:00

12:00
JUL 1998

0 06:00

Fig. 3. The SiB2.5 CAS water (top) and heat (bottom) storage fluxes (W m~2) for an average day in the year 1998 (left

panels) and for an average day in July (right panels), Tharand

stability will see less storage, through diminished
control imposed by the resistance network. The
effects of these storage fluxes should become
mostly evident in the CO,, evolution (see
Fig. 4), which is controlled by two sources, one
at the surface and one at the reference level,
while being depleted by a single sink, at the
canopy level.

4.3 Simulations of yearly and diurnal cycles
of CO, partial pressures in the CAS

As explained in section 3, simulations were per-
formed using a fixed reference level CO, partial
pressure (37.5 Pa), which damps the diurnal cycle
of CO,, since no BL oscillation of CO, is fed to

t site. Measured values shown for reference

the model through the boundary data. The plots
in Fig. 4 show the yearly cycle on the x axis and
the diurnal cycle on the y axis. The middle figure
shows the observed CO, at the reference level at
Tharandt for 1998 for comparison, while the
other two panels show the partial pressures pre-
dicted by SiB2 and SiB2.5. The CO, at the
reference level is not expected to be depressed
by assimilation as much as in the CAS during
times of poor vertical mixing; it should not, how-
ever, display higher level of CO, than found in
the CAS during periods of high stability. The
model reproduces reasonably well the yearly
and diurnal cycles of CO,, which is high during
the winter and night (high vertical stability and
no assimilation) and low during the summer and
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1 I I
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Fig. 4. Diurnal and yearly evolution of CAS level CO, partial pressure (Pa) at Tharandt, 1998 for the two model versions
(SiB2.5 top and SiB2, bottom). The middle panel shows the reference level observed pressure for reference

at daytime (mixed SL and assimilation is active). in the surface layer (that is, night time or winter),
The different solutions in SiB2 and SiB2.5 are when storage and reduced transfer between the
most evident near times of stable stratification reference level and the land surface components
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Fig. 5. The SiB2.5 CAS CO, storage fluxes (umol m~2s~!) at Tharandt, 1998, diurnal and yearly cycles

allow the CAS to accumulate CO,. In general
SiB2.5 is able to represent the winter and night-
time accumulation of CO, near the surface much
better than SiB2. The feedback effect deriving
from the synergy of stability and source/sink
activity has been denominated ‘“‘rectifier effect”
in Denning et al. (1996), but cannot be fully
investigated here because of our off-line method-
ology. The characteristic of the new prognostic
model, the lag introduced by the CAS capacities,
seems to be consistent with the effect of storage
fluxes.

4.4 Simulations of yearly and diurnal
cycles of CO; storage fluxes in the CAS

An example of the yearly and diurnal cycles of
CO, storage fluxes produced in SiB2.5 is given
in Fig. 5, which shows how the CAS is acting as
a CO, sink in the early hours of each day and as
a source near sunset over an extended yearly
cycle, from April until October. The magnitude
of the fluxes, about 1 umolm~2s~!, is about one
order of magnitude less than the typical peak
CO, flux (+5 at nighttime to —20 umolm~2s~!
during daytime), but quite relevant near the
times of reversal of vertical stability, at sunset
and sunrise. The “signature” of these fluxes
appears therefore to be in agreement with theory
and, by looking at the induced CO, partial
pressures in the previous sections, also with
observations.

4.5 Considerations on computing costs

The costs of a simulation with SiB2.5, for which
three extra prognostic equations need to be
solved, are offset by the overall reduction in
accessory calculations (for the cross-derivative
terms) and by faster convergence of the solutions.
Overall, therefore, no significant changes in CPU
requirements have been observed. The develop-
ment and maintenance costs for the code have
been greatly reduced through closer agreement
of analytical and numerical solutions and through
the elimination of a large number of cross deri-
vative terms that need not be carried through the
many different subroutines in the code.

5. Conclusions

A new solution core for the calculation of
near-surface prognostics in an LSM has been
developed and applied to the Sellers et al.
(1996b) SiB2. The new approach consists of
introducing canopy air space prognostic variables
for CAS temperature (7,), water (e,) and carbon
(CO,,), with corresponding storage capacities.
The numerical implementation of the proposed
prognostic approach introduced here has proven
accurate, stable, efficient and above all easier to
maintain than the diagnostic one it substitutes.
We have applied the model to the off-line simula-
tion of micrometeorological tower state variables,
fluxes and concentrations from the Fluxnet pro-
ject. Solutions for the prognostic variables show
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that the quality of the forecasts is at least as good
as the one of the diagnostic system, but further
reassurance about the soundness of the solutions
is provided by the derived storage fluxes signa-
tures and by the comparison of accumulated CO,
near the surface, especially at times of large ver-
tical stability. The diurnal and yearly evolutions
of CAS variables and fluxes show that the adop-
tion of the CAS prognostics can therefore be jus-
tified for both physical and numerical reasons.
The model has been more thoroughly tested and
validated in terms of heat and water fluxes over a
wider variety of sites and environmental condi-
tions in a companion paper by Stockli and Vidale
(2004b). The next phase of the off-line simula-
tions with similar micrometeorological data will
include the introduction of time series of CO,
concentrations at the reference level, in order to
test the stability of the solutions and the magni-
tude of the response in a system with an extra
degree of freedom. More dramatic effects are
expected in coupled-mode experiments, in which
the reference level CO, is allowed to oscillate
freely; some of this work has already been
accomplished in Denning et al. (2003) and Baker
et al. (2003) for short-term studies.
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Appendix A: Discretization and numerical
solution of the land surface prognostic
equations

The solution method, which lies at the heart of the Sato et al.
(1989b) publication, simultaneously solves the system of
equations for all state variables between the ground surface
and the first atmospheric level (within the surface layer),
including the canopy air space (CAS), having this general
implicit-in-time form for each land surface prognostic

variable in the LSM framework, S,, similar to the treatment
in Bhumralkar (1975):

08, 1+1
Cy E = Z F X

which is discretized as:

AS, . OF,

I_XXQ+& t) (A1)
where the ¢ superscript is the time level and the x subscript
refers to any component of the system, e.g. ¢ for canopy
leaves and a for CAS. The summation is over all relevant
fluxes (F) for each variable. The original set of equations for
the SiB2 LSM is described by Sato et al. (1989b) and by
Sellers et al. (1996b) and comprises prognostic equations for
T,, T., and for soil water reservoirs.

The implementation corresponds to a backward implicit
scheme in time. However, to be more general, when both left
and right hand sides are at time level 7+ 1, this is really an
implicit system, if both are at time ¢, it is an open-explicit
system, and, if any combination is applied, this corresponds to
having a semi-implicit or even an explicit system, as dis-
cussed for instance in Polcher et al. (1998). In the original
SiB2, parts of the right side were at time level ¢, so the
system was semi-implicit. In the newer formulation presented
here all terms but the resistance (r, terms) network are at time
t+ 1, making the new solution system, SiB2.5, fully implicit.

This set was solved with the “implicit with explicit coef-
ficients”” method of Sato et al. (1989b), which translates into
using a truncated Taylor series approximation:

AS, . OF, 0S:
= (Fﬁasx ot t)

OF
=> (F; +5 S; : Asx) (A2)
which forms the basis of the numerical model implementa-
tion, solving for the finite differences AS, as in Sato et al.
(1989Db), Sellers et al. (1996b) and Randall et al. (1996).
Thus, starting with the Sellers et al. (1996b) Eq. (1) through
(3), and following the solution procedure implemented by
Sato et al. (1989b) in Eq. (1) through (5), the new (5 x 5)
system of equations is:

c. OH. OE. OL. OL.
<_ or. Tor, Tor ) ar, 1 ~A)AT:
OL. OH, pc, Oe,
AT, AT, + L= Ae,
o, AT+ 50 AT+ 785 = Ae
=Ry, —H. — E, (A3)
0L, cg OH, OE, 0L,
ar, ATL--F( +6—T+8T +6—T+S)\ AT
(9 8 pep Oeg _ pt '
5T AT, +— ~ e Ae, Rmt Hg
—EL—S\(T) T} (A4)
OL ¢ OH; OE; 0L
8T, ( oT, 9T, = OT, )ATS
8H pep Dey
Ae, =R —H'
aT v aea net s
—E, = S\(T; — Ty) (AS)
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OH, OH, OH, OH,
o AT, — a_Tg(l — A)AT, — a—TSAJATS + 5T AT,
ca OH. OH, OH, . OH,
* (E “or, Tar, (1 _AS)TQ —As aTa)AT"
= Hz — H; +(1- A_Y)H;g -I—ASH§ (A6)
OE. OE, OE; OE,
_ 8TL ATL — aTg (1 —AS)ATg — a—T'sASATS + 8er Aey
ca OE. OE, OE, . OE,
+ (E_ aeu + aea - (1 _As) aea _AS 86a>Aea
=E, — E, + (1 - A)E, + AE; (A7)

where the usual variable indexes apply, with the introduction
of T,, A, for snow temperature (K) and area extent (%), and
L, for emitted longwave fluxes from each component
(W m™2), so that, for instance, AT, is the leaves temperature
increment (K); AT, is the CAS temperature increment (K);
AT, is the bare ground surface temperature increment (K);
ATy is the snow temperature increment (K); AT, is the
reference level temperature increment (K); Ae, is the CAS
vapor pressure increment (Pa); Ae, is the reference level
vapor pressure increment (Pa); ¢, is the leaves heat capacity
(Im™2K™); ¢, is the CAS heat capacity Jm2K™!); g is
the bare ground heat capacity (Jm~2K~!); ¢, is the snow heat
capacity Jm~2K™!); H is the sensible heat flux (Wm™2); E
is the latent heat flux (W m™2); S, is the exchange coefficient
for the ground heat flux Jm~2K~!s~!). For the water vari-
ables, the capacities are in J m2Pa !,

The temperatures of ground and snow at time ¢ (right
hand side of equations) are the same, prior to each time
step, since energy exchanges and areal adjustments involv-
ing snow growth/melting are carried out between time
steps. Only the time increments AT, and AT are allowed
to diverge into separate solutions during the simultaneous
solution calculation; by the time the next prognostic time
step is reached the two temperatures will be once more
identical.

This system of equations is solved simultaneously by
Gaussian elimination at each time step. Within the CSU
GCM Randall et al. (1996), it is also possible to solve simul-
taneously for the evolution of the bulk mixed layer prognos-
tic (reference) variables as influenced by surface fluxes. This
option is inactive when the model is run off-line (thus the
reference level variables represent boundary conditions) or
when the model is coupled to a host atmospheric model that
has a discrete multi-layer treatment of the boundary layer.
This raises the number of equations to be simultaneously
solved to 7 x 7.

OH, ¢, OH, -

~ o ATut (E + aTr)AT, = H, (A8)
OE, ¢, OE, o

787711ATL1+ (KIJF 8er)Ae,~ —Ea (A9)

where AT, is the reference level temperature increment (K);
Ae, is the reference level vapor pressure increment (Pa); ¢, is
the reference level heat capacity Jm 2K~ 'or Jm~2Pa~! for
vapor pressure).

The expression for the individual (H and E) fluxes remains
identical to the ones in Table 4, Sellers et al. (1996b), while it
is their derivatives that are now simplified. The only new
expressions are the ones relative to the total surface fluxes
of heat and water, which are:
Ha:pcPTar_Tr; Ea:@ea_er

a v Ta

(A10)

The expressions for the individual resistances, 7y, ¥y, 74, e
are now true to their definition, once 7, is now a prognostic
variable and thus can be included in those equations (see the
discussion on page 685 of Sellers et al., 1996b).

In SiB2 stomatal conductance is calculated through the
Ball-Berry equation, Ball et al. (1987), Ball (1988), which
relates carbon assimilation to the loss of water through the
stomata. This computation is necessary to determine tran-
spiration rates, but also concludes the updating of the resis-
tance network prior to the simultaneous calculation of the
surface prognostic variables and will also determine the car-
bon flux from the surface to the first atmospheric level,
according to Eq. (6).

Appendix B: Energy and water limitations
in the implicit solution system

The partial derivative terms appearing in Egs. (A3-7) can
potentially violate water conservation, since they implicitly
depend on temperature increments in the prognostic time
step, which makes it difficult to establish, a priori, that water
reservoirs in the canopy, soil and at the ground surface will
not be exhausted during the time step.

In SiB2 a complex system of energy and water checks was
responsible for restoring water levels to conservative
amounts after a time step in which they had been exhausted,
converting the excess latent heat into sensible heat.

In the new solution core, this system is both undesirable
and unnecessary and the following criteria are used in order
to guarantee that the “flux payback” system is not activated.
OE,; Af OE,;

ot or
OE, As OE,,

ot or
OE 4 Ar OE,,

ot or
OE,; Af o OE,;

ot or
where W, are the water reservoirs (kg). Subscripts i and ¢
refer, respectively, to interception and transpiration, while d
and s refer to deep (root zone) and superficial (upper soil
level). The security constant « is specified (currently 0.75)
and meant to prevent the exhaustion of any reservoir over a
single time step. For this specific set of secondary calcula-
tions (which are found to have a contribution much smaller
than the balance of fluxes to the right of A3-7), a maximum
possible AT of 3K and Ae of 500Pa for each individual
component over each time step is also imposed in order to
solve the system, with the result of “slowing down” the time
evolution of each prognostic as forced by these secondary
feedback mechanisms.

ATC < Ot)\Wu‘

ATC S a)\ng

AT, <aAWy

AT, <alWy; B1
8 8
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Evaporation from individual reservoirs is also limited by
energy availability:
aEci aEci
8‘9’ At = ({?T
E E,
o N or
E i E, i
a M=r

where (3 is a security constant (currently 0.5) meant to ener-
getically limit the exhaustion of each reservoir over a single
time step.

From these expressions it is possible to derive the limita-
tions to the partial derivatives of vapor pressure with relation
to temperature that are to be used in the solution core (pre-
vious section) so that no reservoir will be exhausted a priori
during a single time step. A maximum possible AT of 3 K for
each component over one time step is also imposed here.

These criteria have been discussed for completeness,
despite their triggering conditions being hardly ever activated
in the operation of the SiB2.5 version which we have pre-
sented. The inclusion of such safety criteria has become
completely unnecessary after the implementation of a new
multi-layer soil moisture scheme, a recent development not
addressed in this manuscript.

ATL’ < ﬂRn(,

ATC S ﬂRn,

AT, <[R,,

AT, <R, (B2)
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